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About this manual

About this manual

This user guide provides procedures for monitoring, configuration, provisioning, and maintenance of
Nexsan Storage Systems using the Nexsan High-Density Storage Plugin for VMware vCenter.

Note While Nexsan makes every effort to ensure the accuracy of technical documentation, screen images
and procedures may change after publication. In case of discrepancy, please check for the latest updates
on the E-Series and BEAST Documents and Downloads page. Also, refer to the latest Release Notes.

Conventions

Here is a list of text conventions used in this document:

Convention Description

underlined blue = Cross-references, hyperlinks, URLs, and email addresses.

boldface Labels on the physical Nexsan Storage System or interactive items in the graphical
user interface (GUI).

italics System messages and non-interactive items in the GUI. References to software user
guides.

monospace Command-line interface (CLI) text or text that refers to file or directory names.

monospace Text strings that must be entered by the user in the CLI or in text fields in the GUI.

bold

Notes, tips, cautions, and warnings

Note Notes contain important information, present alternative procedures, or call attention to certain items.
Tip Tips contain handy information for end-users, such as other ways to perform an action.

A CAUTION: In hardware manuals, cautions alert the user to items or situations which may cause

damage to the Nexsan Storage System or result in mild injury to the user, or both. In software
manuals, cautions alerts the user to situations which may cause data corruption or data loss.

WARNING: Warnings alert the user to items or situations which may result in severe
injury or death to the user.

Nexsan v
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About this manual

Contacting Nexsan

For questions about Nexsan products, please visit the Nexsan support Web page, and the E-Series and
BEAST Documents and Downloads page. If you are unable to find the answer to your question there,
please see our contact information below.

Service and support

Nexsan's Technical Services Group provides worldwide assistance with installation, configuration, software
support, warranty, and repair for all Nexsan products. A variety of service and support programs are
available to provide you with the level of coverage and availability your operation requires.

1289 Anvilwood Avenue www.nexsan.com
Sunnyvale, CA 94089

United States of America
https://helper.nexsansupport.com/esr_support

Units 33—35 Parker Centre https://helper.nexsansupport.com/contact
Mansfield Road

Derby, DE21 4SZ

United Kingdom

Vi Nexsan
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About this manual

Revision history
D6200052, Rev. C, March 2022

Updated for technical accuracy, applied new Nexsan template and branding.
Here is a list of the feature-based revisions to this document:

Dates ‘ Release ‘ Feature

July/August Release Added units selector (GB/TB/GiB/TiB) to “Create Volume” and “Expand
2019 1.2.6 Volume” actions.

Added “Beacon” button under system “General” configuration page.

Added free space and capacity graphic to system “Storage Pools”
configuration page.

Release Added support for managing hardware-based replication.

1.2.5 Added a field to display the creation date for volumes and storage pools.

Release Added the Import Datastore.
1.1.18 Added the Check for Updates feature.

Added a column for host multipathing policy in the Nexsan System,
Volume, and Connected Hosts workspaces and host Nexsan Storage
workspaces.

In the performance monitoring graphs and tables, added average latency
by port type to the Nexsan Storage System and Volume workspaces.

Related documents
The following Nexsan product manuals contain related information:
® Nexsan VMware Best Practices Guide

® Nexsan High-Density Storage User Guide
® Nexsan Snapshots and Replication User Guide

® Nexsan Multipathing Best Practices Guide

Nexsan
Nexsan Storage Plugin for vCenter WWw.nexsan.com
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Chapter 1

Introduction

The Nexsan High-Density Storage Plugin for VMware vCenter enables monitoring, configuration,
provisioning, and maintenance of Nexsan Storage Systems, and integrates Nexsan Storage with VMware
vSphere.

The plugin is also intended to enable vCenter administrators to understand relationships between VMware
infrastructure — ESXi hosts and clusters, datastores and virtual machines — and Nexsan Storage Systems,
Nexsan Volumes, and Storage Pools, particularly where these systems are handled by different teams.
Features at a glanCe ... . 10
The Nexsan Storage WOrKSPACE ... ... o 11

Nexsan 9
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Features at a glance

Features at a glance
The Nexsan High-Density Storage Plugin for VMware vCenter:
® [ntegrates Nexsan E-Series and BEAST storage into vSphere infrastructure management

® Shows the relationships between vSphere hosts and datastores and Nexsan Storage Systems and
volumes

® Provides reporting of Nexsan Storage System health, warnings, and 1/O performance
® Displays Nexsan event logs and system settings within vSphere

® Enables direct provisioning of new storage into managed VMware infrastructure

® Manages Nexsan Storage Systems, volumes and datastores, and physical disks

Once the plugin is added to vCenter, you'll find links to = Nexsan Storage, where you can view and manage
Nexsan Storage Systems. See "The Nexsan Storage workspace" (page 11)

The Nexsan High-Density Storage Plugin for VMware vCenter supports all Nexsan E-Series and
BEAST systems, and VMware vCenter Server v. 6.0 and VMware vCenter Server v. 6.5.

Note Nexsan recommends using the Nexsan Storage plugin with the vSphere Client (HTML5) user
interface, but the vSphere Flash Client is also supported. vSphere 6.0 supports only the Flash Client.
Procedures and illustrations in this document generally reflect the vSphere Client (HTML5) user interface.

vmware

Getting Started

LAUNCH VSPHERE CLIENT (HTML5)

| LAUNCH VSPHERE WEB CLIENT (FLEX) ‘

Documentation

ViMware vSphere Documentation Center

Functionality Updates for the vSphere Client (HTMLS)

10 | Part Number: D6200052, Rev. C Nexsan BEAST™ and E-Series™
Www.nexsan.com
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The Nexsan Storage workspace

The Nexsan Storage workspace provides an overview of provisioned Nexsan Storage Systems and
Nexsan Volumes and VMware Datastores.

You can use the Options, Add System, and Refresh buttons to change monitoring options, add Nexsan
Storage Systems, and to refresh the workspace.

You can also follow links to added systems and volumes, and view details such as status, capacity, IP
address, model, and firmware.

vSphere Client (HTMLS)

v vSphere Client Menu ~ Q,_ search
@} Home
@} Home # Shortcuts
< Shortcuts Hosts and Clusters
[ VMs and Templates
Hosts and Clusters :] Storage g (: L—‘ p—
& VMs and Templates & Networking —
. - : ) Storage Netwaorking Global Mexsan
_] Storage Content Libraries Inventory Storage
- i Lists
@  Networking E; Global Inventory Lists
Content Libraries @ Paolicies and Profiles
EJP Global Inventory Lists | == Nexsan Storage
i Administration
@ Policies and Profiles Tasks
= Nexsan Storage M3 _Fvents
0 Tags & Custom Attributes
¥ Administration
T — Nexsan Storage
shortcuts
Tasks
Og Events

¢ Tags & Custom Attri..

-4 MNew Search

To open the Nexsan Storage workspace:
1. Loginto a vSphere client.
2. Do any of the following:
® |nthe Object Navigator, select = Nexsan Storage.
® On the vSphere toolbar,
® Select Menu (HTML5)/ Home (Flash) to open the menu.

® Select= Nexsan Storage.

® |nthe Shortcuts workspace (HTML5)/ Home workspace (Flash), select = Nexsan Storage.

Nexsan 11
Nexsan Storage Plugin for vCenter www.nexsan.com


http://www.nexsan.com/

The Nexsan Storage workspace

Here's an example of a Nexsan Storage workspace, populated with Nexsan Storage Systems and Nexsan
Volumes and VMware datastores. To add your first Nexsan Storage System, see "Adding a Nexsan Storage
System to vSphere" (page 18)

Menu ~ O search Administrator@VSPHERE LOCAL ~
.

Nexsan Storage

Nexsan Storage Systems oPTioNs | [ DD svsTeM | [ ReFResH
System Status Capacity IP Address Model Firmware

== Mexsan Beast#1 v Norma 13.92TB Nexsan BEAST SOM.1301.3

B Nexsan E42P#E2 v Normal 5126 TB exsan E48 SO11.1303.rc1

e EA8-262040-

é’;g““a”'-i‘s bl v Normal | 36.01T8 Nexsan E48 ROT1204.2

Nexsan Volumes / Datastores

Search: | |

Volume Status Hosts Paths System Storage Pool Datastore Status

‘ vmil v Healthy 0 0 MNexsan Beast#1 Array #2 B vm " Normal
‘ vm2 v Healthy o] o] Mexsan Beast#1 Array #2

‘ vm3 v Healthy 0 4] Mexsan Beast# Array #2

B vma v Healthy O 0 Nexsan Beast# Array #3

Use this table for details about the Nexsan Storage workspace:

Section Field Description
Nexsan Storage Provides links to Nexsan Storage Systems added to vCenter, their statuses,
Systems capacities, IP addresses, and the associated Nexsan model and firmware.
System The model name of the Nexsan Storage System
Status The system status: Healthy, Fault, or Unknown
Capacity System storage capacity and number of drives

IP Address = The IP addresses of the system.
Model Nexsan E-Series or Nexsan BEAST Storage System model
Firmware The Nexsan firmware version

Nexsan Volumes / Data- Provides links to each configured Nexsan Volume workspace, health status,
stores number of hosts and paths, system name, and related storage pool and data-
store and datastore status

Volume Names and links for configured volumes
Status The status of configured volumes
12 | Part Number: D6200052, Rev. C Nexsan BEAST™ and E-Series™
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Section ‘ Field ‘ Description
Hosts The number of assigned hosts
Paths The number of connected paths
System The name of the associated system
Storage The associated storage pool / array
Pool

Datastore Any associated datastore

Status The status of the datastore

Next, see "Adding a Nexsan Storage System to vSphere" (page 18)

Nexsan 13
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The Nexsan Storage workspace

Other vSphere client entry points to Nexsan Storage

The plugin also provides context-sensitive entry points to Nexsan Storage from the vSphere client. Here are
some examples:

Hosts and Clusters workspace

® Open the vSphere client Hosts and Clusters workspace.

|:| ACTIONS ~
Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks More Objects Updates
~ Storage Nexsan Storage Systems =5
Storage Adapters
System Status IP Address Model Firmware
Storage Devices
B S E60G ma exsan E6( 50111305
Host Cache Configur.. =8 CSE60G v Nor Nexsan E60 11.1305.rc
Protocol Endpoints Only Mexsan storage systems connected to the selected host are shown. See all Nexsan storage systems
1/C Filters
~ Networking Nexsan Volumes / Datastores
Wirtual switches Search
VMkernel adapters Volume Status LUN  System Storage Pool Datastore Status Paths  Policy
FPhysical adapters
L oIt v Healthy |15 Prot E pam v Normal 4 RR
TCP/IP configuration
AR2 v Hezalthy 14 Prat AR2 v’ Normal 4 RR
= Virtual Machines W osr2 - £ DAR2
VM Startup/Shutdo.. W 0AR? v Healthy |13 Prat £ DAR3 v Normal | 4 RR
Agent VM Settings W FuncDs v Healthy |17 Prot B FuncDs v Normal | 4 RR
Default VM Compati... ‘ Prot-PH v Healthy O CS EBOG Prot-2H E3 proteH W Mormal | 4 BR
Swap File Location enlica
" - ‘ Replica o  Haalthy 4 CS E60G Prot 3 Nottingham |/ Normal 4 RR
+ System MNottingham
Licensing WS v Healthy |1 Prat B sm W Normal 4 RR
Host Profile L Yau! v Healthy |18 Prot B sT12 v Normal 4 RR
Time Configuration L Y3 v/ Healthy |19 Prot B s13 v/ Normal 4 RR
Authentication Servi_J 5 V Healthy | 22 Prot Es1a  Normal 4 RR
Certificate
W TS v Healthy |21 Prat EEE v Normal 4 RR
Power Management 1 items

Advanced System S..

Only Mexsan volumes assigned to the 2d host are shown. See all Nexsan velumes

System Resource Re..

® Select More Objects, then the Nexsan Systems or Nexsan Volumes tab.

Administrator@VSPHERE.LOCAL ~

H| ACTIONS ~

Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks More Objects

(@ Refresh All Y Filter
Volume Name hd Status hd System ~  Capacity A
AW Normal UKSupponE48vT-01 10.0TB
A2 Normal UKSupponE48vT-01 524TB
A2V Mormal UKSupportE48VvT-01 100TB
Y A2VZ MNormal UKSupportE48VT-01 584TB

14 | Part Number: D6200052, Rev. C Nexsan BEAST™ and E-Series™
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Storage workspace

® Select Configure > Nexsan Storage:

vm vSphere Client | Search ] Administrato PHERE LOCAL ~

5] S 9 3 DNA24 | acrionse

v [ 172.17.254.12 summary Monitor Configure Permissions Files Hosts VMs More Objects
~ DerbylLab-6.5

= datastorel el Nexsan Storage

£

= Device Backing

=l DNA 24 A ity and Midti Volume Status System Storage Pool
= ProductionDataStore onnectivity and Multip... . : .

5l UKSupportSataboy0l Hardware Acceleration W oA 24 v Normal Nexsan E48VT-01 Arrayl

= UKSupportSataboy0l... Nexsan Storage

Global Inventory Lists workspace
In the Object Navigator, select Resources > Nexsan Storage.

vmware: vSphere Web Client  #= U | Administralor@VSPHERELOCAL + | Help v |

Navigator X | [ vCenter Home | # Work In Progress

<Ela—ck J Summary ‘

Global Inventory Lists
vCenter CPU FREE: 15.85 GHz

! vCenter Home p -
USED: 1.42 GHz CAPACITY: 17.06 GHz

(f1 virtual Machines >
6 vApps >
WM Templates in Folders >

~ Resources

MEMORY FREE: 7.41 GB
L |

USED: 16.58 GB CAPACITY. 23.92 GB
STORAGE FREE: 1118 TB

[ _ |
USED: 3.73 TB CAPACITY: 14.91 TB
() vCenter Servers

Datacenters
[& Hosts
] clusters

~ Actions

i Create new content library

& Resource Pools Create new datacenter

] Datastores

E9 Datastore Clusters

€2 Networks

2, Distributed Port Groups

%J Create new cluster

#3 Create new datastore cluster ) Alarms X x

&= Create new distributed switch | All (1) | Mew (1)  Acknowl...

iy UKSupportSataboy01 Datastore...

Datastore usage on disk

VWV VWV VWV VYV WV vV VYV

(== Distributed Switches
~ Nexsan Storage
== Nexsan Systems

W Nexsan Volumes

-] (1) RecentTasks | |*D) (7) RecentObjects

Nexsan 15
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Chapter 2

Configuring the plugin

This chapter includes the following topics to help you configure the plugin:

Adding a Nexsan Storage SystemtovSphere ... ... . . 18
Opening a Nexsan Storage System WOrkSpace ... 19
Editing Connection Settings ... . 20
Removing a Nexsan Storage System fromvSphere ... ... . . 21
ReEfreShiNg WOIKSDaCES .. . 22
Changing monitoring OPIONS ... ... . 24
Updating the plugin ... 25

Nexsan 17
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Adding a Nexsan Storage System to vSphere

Adding a Nexsan Storage System to vSphere

Use this procedure for details about adding your first Nexsan Storage System to vSphere.

To add a Nexsan Storage System:
1. Open the Nexsan Storage workspace.

U Administrator@VSPHERE LOCAL ~

Nexsan Storage

Nexsan Storage Systems opTions | [ ADD svsTem | [ rerResH

System status Capacity IP Address Model Firmware

Nexsan Volumes / Datastores

Volume Status Hosts Paths System Storage Pool Datastore Status

2. Click Add System.
3. Inthe Add Nexsan System window, enter the IP address and password for the new system.

Add Nexsan System X

Management IP address and credentials
IP Address: 192.155.25.33

User Mame: ADMIN

Password: vennes

Add Cancel

Note If you want to view Nexsan Storage in both vSphere clients, repeat this procedure in the second client.

18 | Part Number: D6200052, Rev. C Nexsan BEAST™ and E-Series™
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4. Click Refresh to display the new system. See "Refreshing workspaces" (page 22)

)] Administrator@VSPHERE LOCAL ~

) e
Q, search

Nexsan Storage

Nexsan Storage Systems opTions | [ appsvstem || rerresH
System Status Capacity IP Address Model Firmware
B nexsan Beast#1  Normal 13.92 T8 192.155.26.33 Nexsan BEAST SO11303.rct
Nexsan Volumes / Datastores
Status

Volume Status Hosts Paths System Storage Pool Datastore

5. To monitor the system creation progress and related VMware activities, expand the Recent Tasks
pane at the bottom of the Nexsan Storage System workspace.

Recent Tasks Alarms

Task Mame w7 Target 2 Status 2 Initiator 2 Queued For
Add Nexsan system 5 172, v Completed VSPHERE.LOCAL\AdmInIstrator 66 ms
Remove Mexsan system 5 172. v Completed VSPHERE.LOCAL\AdmInIstrator 35 ms

Opening a Nexsan Storage System workspace

To open a Nexsan Storage System workspace:

® |nthe Nexsan Storage workspace, click a link in the System column.

Admini

Menu ~ i:," Search )

Nexsan Storage

Mexsan Storage Systems

System Status Capacity IP Address
B Mexsan Beast#1 Morma N3.92TB

The Nexsan Storage System opens. See "The Nexsan Storage System workspace" (page 28)

Nexsan 19
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Editing Connection Settings

Editing Connection Settings

Use this procedure for help about changing user credentials required to access the E-Series or
BEAST Nexsan Storage System the plugin connects to. Without proper authentication, system status fields

display as Unknown.
To edit connection settings:
1. Open the Nexsan Storage System workspace.

2. Select Actions > Connection > Edit Connection Settings.

== Nexsan Beast#1| acrons~
Mexsan System Actions
Summary Monitor Configure pre Objects
@ Refresh
AlIOCateq: 410 15 olar 41s 1o
[ Open Nexsan GUI
. BE Rename...
v Overview = ~ Storage Pools
Maintenance >
Model Mexsan E48 Total Storage Pools 4
£8 Create Storage Pool
Firmware S01.1303.rcl Healthy 4
¥\, Create Volume... ——
Raw Capacity 51.26 TB (48 Details
Connection » || Edit Connection Settings
8 x Fibre
Host Ports ey =]
8 % 1Ge-iSCS| ¥ Remove Nexsan System
Datastore Volumes 2
= Disk Drives Healthy 2
Total Disk Drives 48 Non-Datastore Volumes 2

3. Make any necessary changes to the User Name and Password in the Edit Connection Settings
window.

# Edit Connection Settings X

Management IP address and credentials
IP Address:
User Name: ADMIN

Password:

Update Cancel

4. After you've made your changes, click Update.
5. Verify your changes in the Recent Tasks pane at the bottom of the workspace.

20 | Part Number: D6200052, Rev. C Nexsan BEAST™ and E-Series™
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Removing a Nexsan Storage System from vSphere
Use this procedure for help with removing a Nexsan Storage System from vSphere.

To remove a Nexsan Storage System from vSphere:
1. Open the Nexsan Storage System workspace that you plan to remove.

2. Select Actions > Connection > Remove Nexsan System.

B Nexsan Beast#1 AcTions~

Mexsan System Actions

Summary Monitor Configure pre Objects
(@ Refresh
Model: Nexsan BEAST A Raw Capacity Free: 300 GB
URL  nttp/ni7217mgoo | [ Open Nexsan GUI S n
= Status: Fault @ Allocated: 10912 TB Total; 113.92 TB
Updated: 29-Dec-2017 14-44:3 ™28 Rename... Pooled Capacity Free: 521 T8

N-XSAN Maintenance > ]
- Allocated: 25.69 TB Total 309 TB
#8 Create Storage Pool...

¥ Create Volume...

prage Pools

~ Overview
Connection L4 Edit Connection Settings
Model Nexsan E48 'f 9
Firmware RON1207 ¥ Remove Nexsan System
Raw Capacity 96.02 TE (48 disks Failed 10
T 4 x10Ge-iSCS i
4 % 1Ge-iSC5
~ Volumes / Datastores
= Disk Drives Mon-Dalastore Volumes [
Total Disk Drives a8 Healthy 6
Healthy (Pooled) 46 Dretails
Healthy (Spare) 1
Healthy (Unused) 1

Details

3. Inthe Remove Nexsan System window, click Remove.

X Remove Nexsan System X

Remove Mexsan System from inventory?

System Mame:  Mexsan BEAST#1

Remove Cancel

Nexsan | 21
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Refreshing workspaces

4. Check Recent Tasks to confirm that the system has been removed.

Recent Tasks Alarms

Task Mame w7 Target 2 Status 2 Initiator 2 Queued For
Add Nexsan system 5 172, v Completed VSPHERE.LOCAL\AdmInIstrator 66 ms
Remove Mexsan system 5 172. v Completed VSPHERE.LOCAL\AdmInIstrator 35 ms

All ~

Refreshing workspaces

In cases where your changes to do not automatically update, and in team environments, use the methods in
this topic for help with manually refreshing data changes in the vSphere workspaces and Nexsan Storage
workspaces.

To refresh the vSphere Client:

® (Click the Refresh icon ki on the vSphere toolbar to refresh the entire vSphere Client view.

Note In vSphere it is sometimes necessary to force a refresh by switching your view to another location,
such as another workspace or tab, and then return to the original location to view your updates.

To refresh the Nexsan Storage workspace:

® (Click the Refresh button at the top right of the main Nexsan Storage workspace to display newly added
storage systems or changes made by other users.

{:{ Search (] Administrator SPHERE.LOCAL ~

Nexsan Storage

Nexsan Storage Systems opTions | [ ApDsysTem ||[ rerresH
System Status Capacity IP Address Model Firmware

B exsan Beast#1 v/ Healthy N3.92TE Nexsan BEAST S0M1203.rcl

== Nexsan E48VT-01 O FAULT 96.02TB Nexsan E48 ROM.1207

== MNexsan-E48-262 v Healthy 36.01TE Nexsan E48 RONI204.2

Nexsan VVolumes / Datastores

Search: | |

Volume Status Hosts Paths System Storage Pool Datastore Status
AN " Healthy 0 3 Nexsan E48VT-01 Arrayl
‘ A2 v Healthy 0 0 Nexsan E48VT-01 Arrayl
‘ A 0 0 Nexsan E48VT-01 12
‘ A2V2 0 3 Nexsan E48VT-01 12
‘ DNA 24 0 1 Nexsan E48VT-01 Arrayl
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® |n other Nexsan Storage plugin windows, click Actions > Refresh.

=2 Nexsan E48P#2 | AcCTIONS »
Nexsan System Actions
Summary Maonitor Configure
@ Refresh
¥ Hardware Propert [ Open Nexsan GUI

General
Connected Hosts Name | B% Rename..
HashEels Status Maintenance
Disk Drives
- Storage URL #8 Create Storage Pool...
Storage Pools P agal ©. Create Volume.
Storage Volumes
Connection
w Advanced
Advanced Settings Hardware
Model

More Objects

Mexsan E48P#2

Healthy

Mexsan E48

RENAME..

® |n Global Inventory Lists > Nexsan Systems, click Refresh All

~
‘,_."\ Search

vm vSphere Client Menu ~

U Administrator@VSPHERE.LOCAL ~

Nexsan Systems 2
B8 Nexsan E48VT-01

=9 UKSupportE18-01

System Name
P Nexsan E48VT-01

B9 UKSupponE1s-01

Nexsan Systems

ok Add Nexsan System| @ Refresh All

v~ Status

FAULT

FAULT

N Model

Nexsan E4A8

Nexsan E1&

Y Fiiter
~ IR Address ~
1721713125, 1721713126

172171311, 172.47.131.2

® |n Global Inventory Lists > Volumes, click Refresh All

vm vSphere Client Menu ~ (:“ Search ) Administrator@vs|
Nexsan Volumes 7
® avt Nexsan Volumes
L A2
@ Refresh Al ¥ Fier
o A2VT
Volume Name ~ Status v System ~ Capacity v
N A2VZ
AWV Normal Nexsan E48VT-01 10.0 TB
‘ DNA 24 (Datastore)
Yo Av2 Normal Nexsan E48VT-01 5.84TB
‘ ProductionDataStore (Datastore )
YooAaz2vi Normal Nexsan E48VT-01 1007TB
\ . glogicDriver )
o A2v2 Normal Nexsan E48VT-01 5.84TB
‘ DNA 24 (Datastore) MNormal Nexsan E48VT-01 396TB
‘ ProductionDataStore (Datastore) Normal Nexsan E48VT-01 59478
. glogicDriver Mormal Nexsan E48VT-01 3967TB
Nexsan | 23
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Changing monitoring options
Use the Nexsan options page to change monitoring options for:
® Nexsan Storage change events

VMware infrastructure change events

The inactivity timeout for monitoring

To change monitoring options:

—_

Open the Nexsan Storage System workspace.
Click Options.

N

Menu ~ (:'\ Search Administrator@

Nexsan Storage

Nexsan Storage Systems OPTIONS ] [ ADD SYSTEM ] [ REFRESH
System Status Capacity IP Address Model Firmware

== nexsan Beast#1 OFAULT N3.92718B 7217 118.90,17217.118.91 Nexsan BEAST S0N.1301.3

== Nexsan E48VT-01 + Normal 5126 TB 17217 118.250, 17217 18.251 Nexsan E48 S0M1303.rc1

B Nexsan-E48-262049-001 +' Normal 3601 TB 17217.118.235, 17217.118.234 MNexsan E48 RONM.12042

w

3. Update any of these settings:
® Disable or enable monitoring of Nexsan Storage change events
® Disable or enable monitoring of VMware infrastructure change events

® Change the duration of the monitoring inactivity timeout

Nexsan Storage - Options

Settings save | [ cance

Monitor for Nexsan Storage change events

Monitor for VMWare infrastructure change events ]

Monitoring / inactivity timeout (minutes)
About

Current Plugin Version 119

4. After you've made your changes, click Save.
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Updating the plugin
Use the Nexsan options page to check for updates and install changes to the plugin.
Once installed, the plugin can normally be upgraded without using the Installation Tool.

The plugin checks for updates available on the public or private deployment server used during the original
installation.

To update the plugin:

1. Openthe Nexsan Storage System workspace.
2. Click Options.

Menu ~ ’.:'\ Search
Nexsan Storage
Nexsan Storage Systems OPTIONS ] [ ADD SYSTEM ] [ REFRESH
System Status Capacity IP Address Model Firmware
E=®Neysan Beast#1 @ FAULT N13.92 T8 172.17.118.90, 172.17.118.91 Nexsan BEAST 501113013
B Nexsan E48VT-01 + Normal 51.26 TB 172.17.118.250, 172.17.118.251 Mexsan E48 S01.1303.rc1
B8 Nexsan-E48-262049-0018 v Normal 36.01TB 17217.118.235, 17217.118.234 Nexsan E48 RONM.1204.2

3. Click Check for Updates.

4. |If updates are available, click Install Update.

Nexsan Storage - Options

Settings
Moniter for Nexsan Storage change events rd
Monitor for VMware infrastructure change events <
Monitoring / inactivity timeout (minutes) 120
About CHECK FOR UPDATES
Update Status v Up to date (last checked: 06-Aug-2019 13:35:49)
Current Plugin Version 1286
Installation Source i/ A< cs2nralcl/ = e
FA:51.58 E6:D8:0E FO:C4.0C18:95:7A.0E:C9.97.85.7E.2F.C6:F4
Help & Support
Nexsan RAID Storage vCenter Resources hitps:/pa nexsan.com/nexsanraid-vcenter/
Nexsan Support hitps:/helper.nexsansupport. com/esr_support
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Chapter 3

Nexsan Storage Systems

This chapter contains the following topics about the Nexsan High-Density Storage Plugin for VMware
vCenter features at the Storage System level. See also "Managing Nexsan Storage" (page 53)

The Nexsan Storage System workspace ... ... . 28
Accessing the Nexsan GUI .. . 31
Monitoring Nexsan Storage SysStems ... 33
The Nexsan Volumes / Datastores tab ... ... . 37
The Storage Pools WOrKSpaCe ... ...l 39
The Disk Drives WOIKSDaCE ... o 41
The Replications WOrkSpace ... ... .. 42
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The Nexsan Storage System workspace

The Nexsan Storage System workspace provides a system summary, Actions menu, and tab bar.

The Summary tab provides a direct link to the Nexsan GUI, information about and links to system hardware,
Storage Pools, Disk Drives, and Volumes / Datastores. See also "Managing Nexsan Storage" (page 53)

i:L Search Administrator@VSPHERE LOCAL ~
= Nexsan Beast#1 ACTIONS ~
Summary Monitor Configure Volumes / Datastores More Objects
Model: MNexsan E48 Raw Capacity Free: 14 TB
URL:  nttp/A72 ]
= Status Healthy Allocated: 82.02 TB Total: 96.02 TB
Updated: 18-Jan-2018 10:17:09 Poocled Capacity Free: 2573 TB
N_XSAN Allocated: 3828 TB Total: 64.01 TB
~ Overview ~ Storage Pools
Model Nexsan E48 Total Storage Pools 5]
Firmware RONM.I207 Healthy =}
Raw Capacity 96.02 TB (48 disks) Failed ]
= ‘olumes / Datastores
~ Disk Drives Mon-Datastore =
Volumes -
Total Disk Drives 48
Healthy 5
Healthy (Pooled) L .
Details
Healthy (Unused) 7
Details
Use this table for details about the Nexsan System Summary workspace:
Section ‘ Field ‘ Description
Overview Displays model name, firmware, raw capacity, and the number and
types of host ports
Model The model name of the Nexsan Storage System
Firmware The current Nexsan firmware version
Raw Capacity System storage capacity and number of drives
Host Ports The number and type of host ports used
Storage Pools Displays the number of Storage Pools, including pool health status,

and provides a link to the Storage Pools page

Total Storage Pools = Displays all deployed storage pools
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Section ‘ Field
Healthy
Failed
Details

Disk Drives

Total Disk Drives

Healthy/
Unhealthy (Pooled)

Healthy/
Unhealthy (Unused)

Details

Volumes / Datastores

Non-Datastore
Volumes
Healthy/Unhealthy
Datastore Volumes

Healthy/Unhealthy

Details

‘ Description

Displays the number of healthy pools
Displays the number of failed storage pools, if applicable
Directly opens the Storage Pools page

Displays total disk drives, the health status and number of pooled
and unused drives, and provides a link to the Disk Drives page

Displays the total number of drives

Displays the health status and number of drives assigned to a stor-
age pool

Displays the health status and number of drives not assigned to a
storage pool

Directly opens the Disk Drives page

Displays total number of volumes with or without VMware datastores
and their health status, and provides a link to the Volumes /
Datastores tab page

Displays the number of volumes without associated VMware data-
stores

Displays the number and health status of volumes without asso-
ciated VMware datastores

Displays the number of volumes with VMware datastores, if applic-
able

Displays the number and health status of volumes with VMware
datastores, if applicable

Directly opens the Volumes / Datastores tab page

Nexsan Storage Plugin for vCenter
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Nexsan Storage System Actions

Here are the commands and related topics for the Actions menu:

Menu commands

Nexsan System Actions
@ Refresh
[ Open Nexsan GUI
=2 Rename...

Maintenance

¥ Create Volume...

&8 Create Storage Pool...

=, Beacon Enclosure
=@ Restart

=8 Shut Down

Related topics

"Refreshing workspaces" (page 22)
"Accessing the Nexsan GUI" (page 31)

"Renaming a Nexsan Storage System" (page
91)

Maintenance

® "Setting a beacon on an enclosure” (page 96)

® "Restarting a Nexsan Storage System" (page
92)

® "Shutting down a Nexsan Storage System"”

(page 95)
"Creating a Storage Pool / Array" (page 56)

Connection -

# Edit Connection Settings .
"Creating a Nexsan Volume and datastore"

(page 67)
Connection

3 Remove Nexsan System

® "Editing Connection Settings" (page 20)

® "Removing a Nexsan Storage System from
vSphere" (page 21)

Nexsan Storage System tab bar

® On the tab bar, you can click Monitor, Configure (Manage in the Flash GUI), Volumes / Datastores, or
More Objects (shows Nexsan Volumes and Connected Hosts).

ACTIONS ~

"= Nexsan Beast#1

Summary Monitor Configure Volumes / Datastores More Objects

Model: Mexsan E48

URL: http /1172
= Status: v Healthy

Updated: 22-Jan-2018 11:27:29

N=XSAN

Related topics

"Opening a Nexsan Storage System workspace" (page 19)
"Monitoring Nexsan Storage Systems" (page 33)
"Managing Nexsan Storage" (page 53)

"The Nexsan Volumes / Datastores tab" (page 37)
"Viewing connected hosts" (page 87)
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Accessing the Nexsan GUI

The Nexsan GUI provides operations not currently available in the Nexsan High-Density Storage Plugin for
VMware vCenter. For details, please see the Nexsan High-Density Storage User Guide.

You can open the Nexsan GUI Web interface from:

® the Actions menus

® the URL in the Nexsan Storage System Summary workspace

From the Actions menu

To open the Nexsan GUI:

1. Open the Nexsan Storage System workspace.

2. Select Actions > Open Nexsan GUI.

vm vSphere Client

A ramvol

\ ACTIONS ~
=¥ Nexsan System 1 - GRBMIB
Datast MNexsan Volume Actions
RIS o Summary Monitor Cd
Assigned Hosts 3 = C Refresh
[A Open Nexsan GUI REEEUE
Host Access
Y Rename. :I
Initiator Name Identifier Status Paths
‘@ Assign Hosts...
¢ Expand... Default
Datastore - 50-06-05-B0-09-18-9C-DO 50-06-05-B0-09-18-9C-DO v Online |1
50-06-05-B0-09-18-9C-D1 50-06-05-B0-09-18-9C-D1 v Online |1
) Delete Volume
50-06-05-B0-09-18-9F-30 50-06-05-B0-09-18-9F-30 v Online |1
50-06-05-B0-09-18-9F-31 50-D6-05-B0-09-18-9F-31 v Online |1
5 items

Alternatively, in the vSphere Client Flash interface, click the Nexsan GUI icon El' on the toolbar:

vmware* vSphere Web Client #= U | Administrator@VSPHERELOCAL ~ | Hel|
Navigator X PMexsanE4svi01 @& [ =2 2§ © | {chAcions ~
gabiack J Summary | Monitor Manage = Open Nexsan GUI
#i! Nexsan E48VT-01 Model:  Nexsan E43 RAW CAPACITY FREZ. 4 TB
B Nexsan Volume URL:  hitp:i172. [ NN
Status:  Fault € ALLOCATED: 80.02 TB TOTAL: 98.02 TE

N=XSAN

[ connected Hosts Updated: 23-Jan-2013 13:39:10 POOLED CAPACITY

ALLOCATED: 4223 TB

FREE: 25.73 TB

TOTAL: 88.01 TB

Nexsan 31

Nexsan Storage Plugin for vCenter www.nexsan.com


http://www.nexsan.com/

Accessing the Nexsan GUI

From the Nexsan Storage System Summary workspace
1. Open the Nexsan Storage System workspace.

2. Onthe Summary tab, click the link to the URL.:

= Nexsan E48P#2 ACTIONS v

Summary Monitor Configure Volumes / Datastores More Objects

Model: Nexsan E48

URL: http://
= Status: Healthy

Updated: 04-Jan-2018 15:44:25

N=XSAN Click the link to
the Nexsan GUI

* Overview * Storage Pools

Model MNexsan E48

Total Storage Pools 4
Firmware SOM.1303.rcl Healthy 4
Raw Capacity 5126 TE (48 disks) Details
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Monitoring Nexsan Storage Systems

This section provides the following topics, providing details about monitoring Nexsan Storage Systems:

Viewing systems iSsues and alarms ... 33
ViewWing tasks and EVeNES .. . 35
Viewing system /O performance data ... 36
Viewing systems issues and alarms
Use this procedure for help with viewing issues and alarms for Nexsan Storage Systems.
To view issues and alarms:
1. Open the Nexsan Storage System that you want to monitor.
2. Onthe tab bar, select Monitor. The initial view shows Issues and Alarms > All Issues:
= Nexsan E48VT-01  acrions~
Summary Manitor Configure volumes / Datastores More Objects
v Issues and Alarms All Issues
All Issues
w Tasks and Events
Event Log Issue Severity Type Name Description Details
+ Performance (o} @ Error System Nexsan E48VT-01 System 'Nexsan E48VT-01 is reporting at least one problem
|/O Performance 1 @ Error Storage Pool gtest Storage Pool ‘gtest’ has failed Details
Hardware Health 2 O Error Disk Disk 16 pod 1encl 1 Disk 16 pod 1encl 1 has failed Details
3items

3. Click Details. In the example here, a Storage Pool has failed. When a fault is detected, the Summary
page shows fault status on the system icon and status line, and an additional section highlighting the
issue.

= Nexsan E48VT-01 ACTIONS v

Summary Monitor Configure Volumes / Datastores More Objects
Model:  Nexsan E48 Raw Capacity Free 14 TB
URL http/172. |
= Status:  Fault @ Allocated: 82.02 T8 Total: 96.02 TB
Updated: 20-Jan-2018 15:38:47 Pooled Capacity Free: 257378
N=XSAN
- Allocated: 38.28 TB Total: 64.01 TB
(1] System 'Nexsan E48WT-01' is reporting at least one problem
@ Storage Pool 'Test543 has falled Details

- Overview * Storage Pools
Model Nexsan E48 Total Storage Pools 6
Firmware ROM.1207 Healthy 5
Raw Capacity 96.02 TB (48 disks) Failed 10
4% 10Ge-iSCS DEiat
Host Ports 4 x 1Ge-iSCS|

+ Volumes / Datastores
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4.

In Storage Pools, click Details to display the workspace.

=¥ Nexsan E48VT-01

Summary Monitor

w Hardware

ACTIONS ~

Configure

Storage Pools

Volumes / Datastores

More Objects

CREATE POOL...

General
Search: |
Connected Hosts
Host Ports Mame Status Capacity Volumes Disks Type
Disk Drives 12 v Healthy 2078 0 12 RAID6 "
w Storage Array #4 v Healthy 478 1 2 RAIDO
Storage Pools Array1 v Healthy 20TB 3 12 RAIDE
Storage Volumes gtest O Fault 478 0 2 RAIDO
w Advanced ProductionDs v’ Healthy 6TB 1 6 RAID1
Advanced Settings testch v Healthy 4TB 0 3 RAIDS
testcb v Healthy 478 0 4 RAIDN
NL-5AS disks (Encl Q) v Healthy 1 N
9 items
5. Select the affected item to display details.
W Nexsan E48VT-01 ACTIONS ~
Summary Monitor Configure Volumes / Datastores More Objects
~ Hardware Storage Pools
General
searcn:[ ] CREATE VOLUME... | [ RENaME.. ][ DELETE |
Connected Hosts
Host Ports MName Status Capacity Volumes Disks Type
Disk Drives 12 ' Healthy 2078 2 12 RAIDG
+ Storage Arrayl v Healthy 20718 2 12 RAID6
Storage Pools ProductionDS " Healthy 6718 1 6 RAID1
Storage Volumes test32l v Healthy 0 TB o] 6 RAIDS
+ Advanced Test543 Q Fault 4718 o 2 RAIDO
Advanced Settings testch v Healthy 478 0 4 RAID1
NL-SAS disks (Encl O) v Healthy 6
NL-SAS disks (Encl 1) v Healthy 1
8items
Details Disk Drives Velumes
Mame: Test543
Status:  Fault )
Capacity: 4 TB
Type: RAIDO
Volumes: O
Disks: 2
6. Click the Details, Disk Drives, and Volumes tabs for more details:
Details Disk Drives Volumes
Location Status Usage Capacity Type
Disk 15 pod 1 encl 1 v Healthy Assigned 27TB SAS
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Viewing tasks and events

Use this procedure for help with viewing tasks and events for Nexsan Storage Systems.
To view tasks and events:

1. Open the Nexsan Storage System you want to monitor.

2. Onthe tab bar, select Monitor.

3. Under Tasks and Events, select Event Log.

= Nexsan E48VT-01 ACTIONS v~

Summary Monitor Configure Volumes / Datastores More Objects
Issues and Alarms
M Event Log o
All Issues
« Tasks and Events
Event Log Time Severity Source Event
23-Jan-2018 12:28:25 Information | C1 Tuning for RAID set 8 started
w Performance
23-Jan-2018 12:28:25 Information C1 Initial Tuning for RAID set 8 completed
|/O Performance
. _ 23-Jan-2018 12:2816 Information | C1 Created volume 6 (72D64FD8) on RAID set &, 3956.4GB
Hardware Health
23-Jan-2018 12:28:03 Information | C1 Initial Tuning for RAID set 8 started

Created RAID set 8 (GQuick): RAID level O with chunk size of 128 Kbytes using 2 disks enclosure

23-Jan-2018 12:28:03 | Information | C1 0 disks 115,116 (init 1179981 sync.333)

23-Jan-2018 12:28:03 Information | C1 Created volume 241 (72D64FEC) on RAID set 8, 40.0GB
23-Jan-2018 12:28.03 Information €1 Created volume 242 (72D64FEB) on RAID set 8, 4. 2GB
Sy T N iscsi_comProcessKeys: TargetMame mismatch ign.1999-02.com.nexsan po:nxs-bol-
23-Jan-201810:07:46 | Wamning 4 | CO 000050121 - iqn.1999-02 com nexsanp0-nxs-b01-000-03e31668
23-Jan-2018 00:26:54  Information C1 Tuning for RAID set 5 completed
22.1a0.2018 22:207] loiormation  CO Delatad yolume 27 (F2076ADS from DAID cot 7

The Event Log table shows information such as Time, Severity, Source, and an Event description.
Use the instant search feature to locate specific messages quickly.

Event Log

Search: | |

Time Severity Source  Event

09-)an-2018 10:31:35 Error @ co Array 3: disk 10 pod 1 (L4) failed
09-Jan-2018 10:31:35 Error @ Cco Disk 10 pod 1 failed (sn: KSGXKX44)
09-Jan-2018 10:31:35 Waming A CO Failimg disk 10 pod 1 by user request

iscsi_comProcessKeys: TargetName mismatch ign.1999-02.com.nexsan:p0:nxs-b01-

05-Jan-201E10:0138 | Warning & | CO 000:0570121 - ign.1999-02 com nexsan:pOnxs-b01-000:03e3166e

iscsi_comProcessKeys: TargetMame mismatch ign.1999-02 com.nexsan:p0:nxs-b01-

08-Jan-201810:34:51 | Warning 4, | CO 0007050121 - ign.1999-02 com nexsanpOnxs-b01-000:03e31662

29-Dec-2017 20:24:29 | Information CO Surface scan for RAID set 3 has finished

29-Dec-2017 16:00:48  Information CO Surface scan for RAID set 3 has started

2906207104533 | Waming A\ CO  SeiSIPIOcesEeys Targetlame malch 11998 02 corescanpo i 20+
27-Dec-2017 17:32:43  System Cco ISP8242 [0]: ISP Address State Change

27-Dec-2017 17:32:43 | System c1 |1SP8242 [0]: ISP Address State Change

27-Dec-2017 17:32:27 | System c1 |1SP8242 [0]: ISP Link Up 00066802
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Viewing system I/O performance data

The I/0 performance data page provides live graphical monitoring of Nexsan Storage Systems and
Nexsan Volumes. See also "Viewing I/O performance data for volumes" (page 49)

To monitor I/0 Performance for a Nexsan Storage System:
Open the Nexsan Storage System workspace.
On the tab bar, select Monitor.

Select I/0 Performance.

P o Db =

Click Enable. The window displays live I/O Throughput and Latency by port type to the system,
measured in Read MB/sec and Write MB/sec.

= CSEGOI | acTions~

Summary Monitor Configure Volumes / Datastores More Objects

« Issues and Alarms Vo Performance
All lssues

v Tasks and Events Throughput Latency
Event Log 2

« Performance
1/O Performance

Hardware Health

Read Latency (msec) Write Latency (msec)
o Read Write Read Write Read Latency  Write Latency
MB/sec MB/sec 10s/sec 10s/sec (msec) (msec)
Fibre
CO Fibre - Host O
CO Fibre - Host 1
CO Fibre - Host 2 1291.27 17.49 20499 1863.7 0.544 0542
co 3
co - Net 0
Cco - Net1
Cco Net 2
co - Net3 -
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The Nexsan Volumes / Datastores tab

The Nexsan Volumes / Datastores tab displays all Nexsan Volumes and any related datastores! on the
current Nexsan Storage System, and provides buttons for Create a Nexsan Volume, Creating a datastore,
Renaming a Nexsan Volume, and Deleting a Nexsan Volume. The Storage Volumes grid includes:

® Volume Name and Status
® Capacity
® Storage Pool (array)
® Datastore
® Datastore status
To open the Nexsan Volumes / Datastores tab:
1. Open a Nexsan Storage System.

2. Onthe tab bar, select Volumes / Datastores.

= Nexsan E48VT-01 | AcTions ~
summary Monitor Configure Volumes / Datastores More Objects

Storage Volumes

search: [ ] CREATE DATASTORE... | [ RENAME.. | [ DELETE
Volume Status Capacity Storage Pool Datastore Status

B A + Healthy 1078 Arrayl

B 22 + Healthy 584 TB Array

B Azvi + Healthy 396 TB Array1 = DNA 24 + Mormal

W ProductionDataStore v Healthy 59478 ProductionDS E ProductionDataStore v Mormal

W glogicDriver + Healthy 396 T8 Array #4

5 items

Optionally, click Create Volume if you need to create a Nexsan Volume.
4. Select a volume to perform any of these tasks:
® (Creating a datastore

® Renaming a datastore
® Renaming a Nexsan Volume

® Deleting a Nexsan Volume

TIn VMware, datastores are virtual containers for files. Datastores contain structures used
to store virtual machine files and hide the details about each storage device. Datastores
can also store VM templates, ISO images, and floppy images. See
https://pubs.vmware.com
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Opening the Storage Volumes page
Use this procedure for help with opening the Storage Volumes page.

To open the Storage Volumes page:

1. Open a Nexsan Storage System.

2. Onthe tab bar, select Configure (Manage in Flash).

== Nexsan E48VT-01 ACTIONS v

Summary Menitor Configure Volumes / Datastores More Objects

v Hardware Storage Volumes
General

Connected Hosts

Host Ports Volume Status Capacity Storage Pool
Disk Drives B v « Healthy  10TB Aray!

w Storage ‘ AlV2 v Healthy 584 7B Arrayl
Storage Pools ‘ A3V v Healthy 396 TB Arrayl
SRS UElEE W ProductionDataStore v Healthy 59478 ProductionDS

~ Advanced

B clogicDriver  Healthy 396 TB Array #4
Advanced Settings

CREATE VOLUME...

CREATE DATASTORE... ] [ RENAME.. ] [ DELETE
Datastore Status
ElpNa 24 + Normal
£ productionDataStore v/ Normal
5items

3. Select Storage Volumes.

For details about this page, see "The Nexsan Volumes / Datastores tab" (page 37).
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The Storage Pools workspace
The Storage Pools workspace features:
® Details about all storage pools (Nexsan arrays ') on the current Nexsan Storage System

® Buttons to Create a Storage Pool / Array, Create a Nexsan Volume and datastore, Rename a Nexsan
Volume, and Delete a Nexsan Volume.

The Storage Pools grid displays:
Storage pool (array) name
Status (Healthy or Fault)
Capacity

Free space

Number of volumes in the pool

Number of disks in the pool

Storage pool type (Array type)

To open the Storage Pools page:

1. Open a Nexsan Storage System.
2. Onthe tab bar, select Configure (Manage in Flash).
3. Select Storage Pools.
summary Monitor Configure Volumes / Datastores More Objects
» Hardware Storage Pools CREATE POOL...
General
Conected Hoste search: | CREATE voLUME . | [ ReNaMe. ][ DeLeTE
Host Ports MName Status Capacity Volumes Dislcs Type
Disk Drives Storage Pool 1 v/ Healthy 4TB 0 3 RAIDS o
~ Storage Storage Pool 3 v/ Healthy 20TB 3 12 RAIDG
Storage Pools Storage Pool 4 v/ Healthy 4TB 1 2 RAIDO
Storage Volumes Storage Pool 5 v Healthy 4TB 0 4 RAID1
w Advanced Storage Pool 6 v Healthy 6 TB 1 6 RAIDT
Advanced Settings Storage Pool 7 v Healthy 207TB 1 12 RAIDG
Storage Pool 8 O Fault 4TB 0 2 RAIDO
NL-SAS disks (Enci 0) v/ Healthy 1 v
9 items

TIn Nexsan storage terms, an array is a linked group of one or more physical,
independent hard disk drives. In VMware, a storage pool is equivalent to an array. See
also “RAID”.

Nexsan | 39
Nexsan Storage Plugin for vCenter www.nexsan.com


http://www.nexsan.com/

The Storage Pools workspace

4. Select a storage pool to view information in the Details, Disk Drives, and Volumes tabs below the
grid.

Details Disk Drives Volumes Replicas

Name: Array £1
Status althy
Capacity: 5
Fre

3
RAIDS
1

3

Disi
Created: 01-Jul-2019 11:20:22

5. Optionally, you can:
® Click Create Pool to create a storage pool. See "Creating a Storage Pool / Array" (page 56)

® Click Create Volume to create a volume. See "Creating a Nexsan Volume and datastore" (page 67)
6. Select a volume to perform either of the following actions:
® Rename a volume. See "Renaming a Nexsan Volume" (page 70)

® Delete a volume. See "Deleting a Nexsan Volume" (page 72)
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The Disk Drives workspace

The Disk Drives workspace features a Hot Spare command and lists drives, health and usage statuses,
associated storage pool, capacities, and types. See also "Adding a hot spare disk" (page 63)

To open the Disk Drives page:

1. Open a Nexsan Storage System.

2. Select Configure (Manage in Flash) > Disk Drives to display details.

%W Nexsan E48VT-01 RETEE <
summary Monitor Configure Volumes / Datastores More Objects
Miaie G Disk Drives
General
Connected Hosts
Host Ports Location Status Usage Storage Pool Capacity Type
Disk Drives Disk 9 pod 1encl 1 v’ Healthy Assigned test321 278 SAS ~
~ Storage Disk 10 pod 1encl 1 v’ Healthy Assigned test321 27B SAS
Storage Pools Disk 1 pod 1encl 1 v Healthy Assigned test32l 2TB SAS
Storage Volumes Disk 12 pod 1encl 1 v Healthy Assigned test32l 2TB SAS
+ Advanced Disk 13 pod 1 encl 1 v’ Healthy Assigned test321 2TB SAS
Advanced Settings Disk 14 pod 1encl1 v’ Healthy Assigned test321 2TB SAS
Disk 15 pod 1 encl 1 v’ Healthy Assigned Test543 278 SAS
Disk 16 pod 1encl 1 v Healthy Unused 2 IH SAS N
48 items

3. Select a disk to display details such as manufacturer, model, firmware, and serial number.

Disk 1 pod 1 v Healthy Assigned Array #1 2TB SATA
Disk 2 pod 1 Wi Healthy Assigned Array #1 2TB SATA
Disk 3 pod 1 vl Healthy Assigned Array #1 2TB SATA i
18 items
Details
Location: Disk 1 pod O
Status: Healthy
Usage: Assigned
Storage Pool:  Array #1
Capacity: 2TB
Type: SATA
Speed: 7200 RPM
Manufacturer: Hitachi
Model: HUA722020ALA330
Firmware: JEAOAIMA
Serial Mumber: JKN30YAHSSTNT
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The Replications workspace

Use the Replication workspace at the Nexsan Storage System level to view outbound and inbound
replications, as configured in the Nexsan GUI.

To open the Nexsan System Replication workspace:
Open the Nexsan Storage System workspace.
On the tab bar, select Configure.

Select Replication from the Storage submenu to display replications, per volume.

A o N =

Click Refresh to see new replications in progress.

m Green E60#2-3G | acTions ~

summary Monitor Configure Volumes / Datastores More Objects
Outbound Replication REFRESH
Volume Status Replica System Replica Replication State Synchronized
Connected Hosts
Host Ports ‘ Volume #2 v Healthy B8 Green EBO#1 3G TOCDF2AA Vv Idle 02-Jul-2019 12:33:01
Disk Drives
+ Storage Inbound Replication
Storage Pools Replica Status Source System Source Volume Replication State Synchronized
Storage Volumes Replica of Nottingham2 | v Healthy == Green E60#13G ‘ Nottingham2 Vv ldle 02-Aug-2019 11:26:27

Replication

« Advanced

Advanced Settings

The following table provides a brief summary of replication details:

Column ‘ Description

Outbound Replication

Volume Displays the volume name or serial number.

Status Displays the volume status: Healthy, Fault, or Unknown.

Replica System Displays the name of the Nexsan Storage System to which the volume is being rep-
licated.

Replica Displays the name or serial number of the replica volume.

Replication State Displays the status of the replication. Click Refresh to immediately display the
status.

Synchronized Displays the time and date of the last replication.

Inbound Replication

Source System Displays the name of the Nexsan Storage System containing the volume being rep-
licated.
Source Volume Displays the name or serial number of the volume being replicated.
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Chapter 4

Nexsan Volumes

This section provides the following topics for help with understanding Nexsan Volumes. See also: "Working
with Nexsan Volumes and VMware datastores” (page 66)

The Nexsan Volumes WOTKSPACE ... . ..o, 43
Opening a Nexsan VolUMe .l 46
Opening a Storage Pool / Array froma Nexsan Volume ........................... 47
Monitoring Nexsan VolUMES ... .. 48
Viewingissues and alarms with volumes ... .. ... . 48
Viewing tasks and events forvolumes ... .. . 48
Viewing I/0 performance data for volumes ... 49
Viewing replication in the Volume workspace ... .. 50

The Nexsan Volumes workspace

The Nexsan Volumes workspace Summary tab displays data about capacity, type, system name, health,
snapshots, datastores, and links to storage pools and datastores. See "Working with Nexsan Volumes and
VMware datastores" (page 66)

In this topic:

Nexsan Volume Summary
Opening a Nexsan Volume
Nexsan Volume Actions

Nexsan Volumes tab bar
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Here is a typical Volume Summary:

U Administratc

ATV1 ACTIONS v

summary Monitor Configure More Objects
Capacity: 10 TB Capacity Allocated: 10 TB
Type: RAIDS
System. UKSupportE48VT-01 Used:10 TB Maximum: 13.96 TB
LUN: Q

Status: Healthy

~ Details - Datastore
Capacity 10TE Datastore Status Capacity Free
No datastore found
Used 10TB
Maximum 13.96 1B ~ Nexsan System
Storage Pool Arrayl System Status Model
== UKSupporte48vT-01 v’ Healthy Mexsan E48
LUN 0
Serial Number JI6F2AFO

~ Assigned Hosts
WWHN 6000402003E0166E716F2AF000000000 Host Status paths
Mo hosts assigned

Details

Use this table for details about the Nexsan Volume Summary workspace:

Field ‘ Description

Overview Displays an overview of the volume: Capacity, Type, System, and Status, and graphical
and numeric views of capacity allocated, used and maximum space, and snapshot
space (used, reserved, and maximum).

Nexsan Displays Volume capacity, number of storage pools, LUNs, serial number, and WWN.
Volume

Capacity The total amount of data a disk can hold.

® Used Used and allocated disk space.

® Maximum Maximum useable space, including used space and allocated space.

Snapshot The amount of disk space reserved for snapshots, including metrics for:

Space ® Used: The amount of space currently used for snapshots.

Reserved

® Maximum: The maximum amount of space permitted for snapshots.

Storage pool The number of storage pools (arrays) in the volume
Created The date the volume was created.
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Field ‘ Description

Serial Number = The volume serial number.

WWN The world wide name identifier of the volume.

Datastore The associated VMware datastore name, status, and capacity or free space (if applic-
able).

Nexsan Sys- Displays the Nexsan Storage System name. Also provides a link to the Nexsan Stor-

tem age System workspace.

Assigned Displays assigned hosts, status, and paths for the volume, and provides a link to the

Hosts Assigned Hosts page.
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Opening a Nexsan Volume
To open a Nexsan Volume:
1. Open the Nexsan Storage System containing the volume.

2. Under Nexsan Volumes / Datastores, click a Volume link to open its workspace.

Nexsan Volume Actions
Here are the commands and procedures for the Nexsan Volume Actions menu:

Menu commands ‘ Related procedures

"Refreshing workspaces" (page 22)

Mexsan Wolume Actions

"Accessing the Nexsan GUI" (page 31)
@ Refresh

"Renaming a Nexsan Volume" (page 70)

[ Open Nexsan GuI "Assigning a host to a Nexsan Volume" (page 80)

& Rename._.. "Expanding a Nexsan Volume" (page 71)
& Assign Hosts... Datastore
® "Creating a datastore" (page 74)

¢ Expand...
® "Importing a datastore" (page 75)
Datastore [ f] Create Datastore... ° "Renaming a datastore" (;a;e 78)
| x Delete Volume £ Rename Datastore... "Deleting a Nexsan Volume" (page 72)

Nexsan Volumes tab bar

In any Volume workspace, you can also click the Monitor tab, Configure tab (Manage in Flash), or More
Objects tab.

ATV ACTIONS ~

Summary Monitor Configure More Objects

Capacity: 10 TB

Type: RAIDG

System: MNexsan E48VT-01
LUM: 0

Status: Healthy
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Opening a Storage Pool / Array from a Nexsan Volume

Use this procedure for help with opening a Storage Pool / Array from a Nexsan Volume.

To open the Storage Pool / Array:
1. Open a Nexsan Volume.

2. Click alink to a Storage Pool.

e
)

L.

0 Search Administrator@\VSPHERE.LOCAL ~

ATV ACTIONS ~

Summary Monitor Configure More Objects
Capacity: 10 TB Capacity Allocated: 10 TB
Type: RAIDGE
System: MNexsan E48VT-01 Used: 10 TB Maximum: 10 TB
LUN [¢]

Status:  Healthy

- Details - Datastore
Capacity 1078 Datastore Status Capacity Free
No datastore found
Used 10TB
Maximum 10TB - Nexsan System
Storage Pool Arrayl System Status Model
== Mexsan E48VT-01 v Healthy Nexsan E48
LUM 0
Sernial Number T16F2AFO

~ Assigned Hosts

WWHN 6000402003E0166E716F2AF000000000 — Status Paths

No hosts assigned

Details
The Storage Pools page opens.
Summary Monitor Configure Volumes / Datastores More Objects
- Hardware Storage Pools
General
KA Search: | CREATE VOLUME... | [ RENAME. | [ DELETE |
Host Ports MName Status Capacity Volumes Dislcs Type
Disk Drives Storage Pool 1 v Healthy 478 0 3 RAID5 A
« Storage Storage Pool 3 ' Healthy 20TB 3 12 RAID6
Storage Pools Storage Pool 4 v Healthy 47TB 1 2 RAIDO
Storage Volumes Storage Pool 5 v Healthy 4TE 0 4 RAIDT
w Advanced Storage Pool 6 v/ Healthy 6 TE 1 i] RAIDT
Advanced Settings Storage Poal 7 v Healthy 2078 1 12 RAIDE
Storage Pool 8 O Fault 478 0 2 RAIDO
NL-SAS disks (Encl O) v/ Healthy 1 N
9 items
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Monitoring Nexsan Volumes
This section provides the following topics for help with monitoring Nexsan Volumes:

Viewing issues and alarms with volumes ... 48
Viewing tasks and events for volumes ... .. . 48
Viewing I/0 performance data forvolumes ... .. . . 49
Viewing replication in the Volume workspace ... 50

Viewing issues and alarms with volumes

Use this procedure for help with viewing issues and alarms for Nexsan Volumes.
To view issues and alarms:

1. Open a Nexsan Volume you want to monitor.

2. Onthe tab bar, select Monitor. The initial view lists any issues under Issues and Alarms. Click the
Details link for more information.

ATV ACTIONS v

Summary Monitor Configure More Objects
w |ssues and Alarms A” |55ues
All Issues

w Performance

1O Performance Issue Severity Type Mame Description Details
0 @Eror | System g]exsaq B2V System "Nexsan E48VT-01'is reporting at least one problem Details
1items
Viewing tasks and events for volumes
See "Viewing tasks and events" (page 35)
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Viewing I/O performance data for volumes

The I/0 performance data page provides live graphical monitoring of Nexsan Storage Systems and
Nexsan Volumes. See also "Viewing system I/O performance data" (page 36)

To monitor I/O Performance data for a Nexsan Volume:
Open a Nexsan Volume.
On the tab bar, select Monitor.

Select I/0 Performance.

P o Db =

Click Enable. The window displays live I/O Throughput and Latency by port type to the system,
measured in Read MB/sec and Write MB/sec.

. Nottingham ACTIONS ~

Summary Monitor Configure More Objects

~ Issues and Atarms /O Performance
Alllssues

~ Performance Throughput Latency
/O Performance *

Read Latency (msec) Write Latency (msec)

mitiator Name Read Write Read Write Read Latency Write Latency
MB/sec MB/sec 10s/sec 10s/sec (msec) (msec)

172.17.24.19

UKDT-CSTESTIZ-GO

UKDT-CSTEST1 1259.09 116.21 20307. 1242 C.547 0.549

17217.24.6

ian 1998-01.com vmware:ukdt-cstest6-7524c31
b

UKDT-CSTESTSE-GO
UKDT-CSTESTE-Q1
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Viewing replication in the Volume workspace
Use the Volume Replication workspace to view replication details.

To open the Volume Replication workspace:
1. Open the volume you want to view the replication details for.

B Replica of Nottingham | acmions~
summary Monitor Configure More Objects
Capacity: 100 GB Capadity Allocated: 100 GB
Type: RAIDS
System: CS E60G Used: 80.74 MB Maximum: 121 T8
LUN: 4 Snapshot Space Reserved: 50 GB
Status:  Healthy
Used: 17.43 MB Maximum: 1.16 TB
* Nexsan Volume - Datastore
Capacity 100 GB Datastore Status Capacity Free
E3 Nottingham v Normal 93 GiB 91.59 Gig
Used 80.74 MB
ST E20E v Nexsan System
Snapshot Reserved 50 GB System Status Model
- 60G Nexsan EBO0
Ve 17.43 ME BN CS EGOG +" Normal
Maximum 116 7B .
v Assigned Hosts
Sl pret Host Status Paths
LUN 4 B v Normal 4
Details
Created 06-Aug-2019 07-15:16
Serial Number 7519170A
WWN 6000402003E0C2B57519170A00000000
2. Onthe tab bar, select Configure.
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3. Select Replication from the sub menu.

® Nottingham2 | actions~
Summary Monitor Configure More Objects
Genera Replication
Host Access
Replication Replication Direction Outbound
Replication State Idle
Replica System Green EGO#2-3G
Replica Name Replica of Nottingham2
Replica Serial Number 1008FD66
Synchronized 02-Aug-2019 11:26:27
Use this table for details about the Volume Replication workspace fields:
Column ’ Description
Replication Displays the direction of the replication: Outbound or Inbound.
Direction
Replication Displays the state of any ongoing replication. Click Refresh for the current state
State when a replication is in progress.

Replica System  Displays the name of the Nexsan System to which the volume is being replicated.

Replica Name Displays the name of the volume being replicated.

Replica Serial Displays the serial number of the replica volume.
Number
Synchronized Displays the time and date of the last replication.

Nexsan Storage Plugin for vCenter
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Chapter 5

Managing Nexsan Storage

This chapter provides the following sections and topics for help with managing Nexsan Storage:

Accessing Storage PoOoOIS ..l 54
Creating a Storage POOI/ AITAY ... 56
Renaming a Storage Pool / Array ... . 59
Deleting a Storage Pool / Array ... 61
Adding @ ot Spare AisK ... 63
Removing a hot spare disk ... 64
Working with Nexsan Volumes and VMware datastores ... 66
Working With NOStS L. .l 80
Renaming a Nexsan Storage System .. . 91
Restarting a Nexsan Storage System ... 92
Shutting down a Nexsan Storage System ... .. 95
Settingabeacon on an enclosure ... ... 96
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Accessing Storage Pools
Use this procedure for help with accessing Storage Pools (Nexsan arrays).

To access Storage Pools:
1. Open the Nexsan Storage System.

2. Select Storage Pools > Details to display a list of pools and their statuses, capacities, free space, and
the number of related volumes, disks, and their RAID types.

Menu v
m Green E60#13G | actions~
Summary Monitor Configure Volumes / Datastores More Objects
~ Hardware Storage Pools CREATE POOL...
Genera
Search:
Connected Hosts
Host Ports Name Status Capacity  Free Volumes | Disks Type
Disk Drives Array #1 " Healthy 59687 GB 5086 MB 1 3 RAIDS
w Storage DataStore-DVT3 @ Fault 14 TB 7J9.82ME 1 8 RAIDS
Storage Pools NL-5AS5 disks v Healthy 4
Storage Volumes SAS disks v Healthy 0
Replication SATA aisks v Healthy 6
w Advanced 5 items
Advanced Settings ) ) )
Details Disk Drives Volumes Replicas
MNo item selected
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3. Selectany pool in the list for Details, as well as information about associated Disk Drives and

Volumes.

Summary Monitor

w Hardware

m Green E60#13G

Configure

ACTIONS ~

Volumes / Datastores

More Objects

Nexsan Storage Plugin for vCenter

Name Status Capacity Free Volumes Disks Type
Genera . _ ~
Array #1 v/ Healthy 59987 GB 9096 MB 1 3 RAIDS
Connected Hosts
DataStore-DVT3 v Healthy 14 TB 79.82MB |1 8 RAIDS
Host Ports
. . NL-SAS disks v Healthy 4
Disk Drives
SAS disks " Healthy 10
w Storage
ST Bl SATA disks @ Fault 6
i 5 items
Storage Volumes
Replication Details Disk Drives wvolumes Replicas
w Advanced
Advanced Settings Location Status Usage Capacity Type
Disk 5 pod O v Healthy Unused 278 SATA
Disk 7 pod 1 O Fault Unknown 278 SATA
Disk 14 pod 1 v Healthy Unused 730.16 GB SATA
Disk 15 pod 1 v Healthy Unused 50011 GB SATA
Disk 15 pod 2 v Healthy Unused 278 SATA
Disk 16 pod 2 v Healthy Unused 1TB SATA
Nexsan

www.nexsan.com



http://www.nexsan.com/

Creating a Storage Pool / Array

Creating a Storage Pool / Array
Use these steps for help with creating a Storage Pool / Array.
Prerequisite

® Ensure that sufficient unassigned disks are available for the new storage pool. See "The Disk Drives
workspace" (page 41)

To create a Storage Pool / Array:
1. Open the Nexsan Storage System workspace.

2. Select Actions > Create Storage Pool.

== Nexsan E48P#2 ACTIONS ~

Nexsan System Actions
Summary Monitor Configure More Objects
—— | (@ Refresh
w Hardware Propert [ Open Nexsan GUI REMAME...
General
Connected Hosts Name | B Rename... Nexsan E48P#2
Host Ports Status Maintenance > Healthy
Disk Drives
~ Storage URL E Create Storage Pool... http://0
Storage Pools P Add %\ Create Volume... o
Storage Volumes
Connection -
+ Advanced
Advanced Settings Hardware
Model Nexsan E48
Firmware RONMI207.rc23
System ID 05030021
4 x SAS
Riost Soris 4 x 1Ge-iSCsl
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Alternatively, select the Configure tab (Manage in Flash), then click Storage Pools > Create Pool.

Menu Search Adminis

m; Green E60#2-3G ACTIONS v

summary Monitor Configure Volumes / Datastores More Objects
- Hardware Storage Pools CREATE POOL...
Genera
Connected Hosts Search
Host Ports
Disk Drives Name Status Capacity  Free Volumes  Disks Type
¥ Storage Array #1 v Healthy 3378 191TB 3 12 RAIDS
Storage Pools DataStore-DVT4 @Faut 1478 1 8 RAIDS
PR Y CIERES SATA disks O raut 16
Replication 3 items
w» Advanced
Details Disk Drives Volumes Replicas

Advanced Settings

No item selected

The Create Nexsan Storage Pool wizard opens.
3. Select the Disk Group you want to use and click Next.

Create Nexsan Storage Pool X
MNL-SAS disks (Encl 0) 6

NL-SAS disks (Encl 1) 1
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4. Select the disks you want to use, click Assign, and then click Next.

Create Nexsan Storage Pool X
ASSIGN
Disk Disk
2. Select Disk

S Disk 12 pod 1 Disk 11 pod 1

Disk 14 pod 1 Disk 13 pod 1

Disk 16 pod 1 Disk 15 pod 1
3 disks 3 disks

5. Enter a Pool Name, select a RAID level, and click Next.

Create Nexsan Storage Pool X

Pool Name: Poaoll ®

RAID Level: RAID 5 (rotating parity)

3. Pool Options

6. Inthe Confirmation window, review your changes and click Finish.
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7. To monitor the pool creation progress and related VMware activities, expand the Recent Tasks pane
at the bottom of the Storage Pools workspace.

Recent Tasks Alarms

Task Name 4 Target =7 Status 57 Initiator =4 Queued For
Create storage pool G 172, v Completed WSPHERE.LOCAL\AdmInIstrator 66 ms

All ~

Next, you'll need to create a Nexsan Volume and datastore for the pool.

Renaming a Storage Pool / Array
Use this procedure for help with renaming a Storage Pool / Array.

To rename a Storage Pool / Array:
1. Open the Nexsan Storage System workspace with the storage pool you need to rename.

2. Under Storage Pools, click Details. Alternatively, on the tab bar select Configure (Manage in Flash),
and then select Storage Pools.

Menu ~ i:L Search ) Administrator
= Nexsan Beast#1 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
Model: Mexsan E48 Raw Capacity Free: 14 TB
URL: http://172 |
= Status: Healthy Allocated: 82.02 TB Total: 96.02 TB
Updated: 18-Jan-2018 10:17:09 Pooled Capacity Free: 2573 TB
= ]
N_XSAN Allocated: 38.28 TB Total: 64.01 TB
- Overview ~ Storage Pools
Model Mexsan E48 Total Storage Pools 6
Firmware ROM1207 Healthy 6
Raw Capacity 96.02 TB (48 disks) Failed 0
o Details
4 x 10Ge-SCSI
Hestoe 4 x1Ge-iSC8|
~ Volumes / Datastores
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3. Inthe Storage Pools workspace, select the pool you want to rename and click Rename.

Storage Pools

Search:

MName Status
Storage Pool 1 v Healthy
Storage Pool 3 v Healthy
Storage Pool 4 v Healthy
Storage Pool 5 O Fault
Storage Pool 6 v Healthy
Storage Pool 7 +" Healthy
Storage Pool 8 v Healthy
NL-SAS aisks (Encl O) v Healthy

Details Disk Drives Volumes

Mame:  Storage Pool 7
Status: Healthy
Capacity: 10 TB

Type: RAIDS
Volumes: O

Disks: 5]

Capacity
20TB
478
20TB
4TB
6TB
10TB
4TB
4TB

CREATE POOL...

:RE,-s.TEvc:-_u_lvz__.H RENAME... H DELETE ]
Volumes Disks Type
2 12 RAIDG ~
2 RAIDD
3 12 RAIDG
0 2 RAIDD
6 RAIDI
0 6 RAIDS
0 3 RAIDS
0 4 RAIDI v
10 items

4. Inthe Rename Nexsan Storage Pool window, first review your selection and when you are ready click

Rename.

Rename Nexsan Storage Pool

Enter the new name for the storage pool:

Pool Mame: ‘ Storage Pool 7

System: MNexsan E48VT-01
Pool Type: 4 TB, 2-disk RAIDO

5. Click Actions > Refresh.

6. Review the Recent Tasks pane to confirm that the storage pool has been renamed.
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Deleting a Storage Pool / Array

Use this procedure for help with deleting a Storage Pool / Array.

Prerequisite

® You must delete any associated volumes before you can delete a Storage Pool / Array.
To delete a Storage Pool / Array:

1. Open the Nexsan Storage System workspace with the storage pool you want to delete.

2. Under Storage Pools, click Details. Alternatively, on the tab bar select Configure (Manage in Flash),
and then select Storage Pools.

Menu ~ i:'\ Search ) Administrator@VSPHERE LOCAL ~
= Nexsan Beast#1 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
Model: Mexsan E48 Raw Capacity Free: 14 TB
URL: nttp://172 |
= Status: thy Allocated: 82.02 TB Total: 96.02 TB
Updated: 18-Jan-2018 10:17:09 Pooled Capacity Free: 2573 TB
= ]
N_XSAN Allocated: 38.28 TB Total: 64.01 TB
- Overview ~ Storage Pools
Model Mexsan E48 Total Storage Pools 6
Firmware ROM1207 Healthy 6
Raw Capacity 96.02 TB (48 disks) Failed 0
o Details
4 x 10Ge-SCSI
Sl Bt 4 x 1Ge-iSCS|
~ Volumes / Datastores

3. Inthe Storage Pools workspace, select the pool you want to delete, and view the Details pane to
confirm that there are no associated volumes. If there are volumes associated with the pool, see
"Deleting a Nexsan Volume" (page 72).

test321 " Healthy 10TB 0 5] RAIDS
testcb v Healthy 4TB 0 3 RAIDS
testch v/ Healthy 4TB 0 4 RAIDT v
10 items
Details Disk Drives Volumes
Name: test321

Status: Healthy
Capacity: 10 TB
Type: RAIDS
Volumes: O
Disks: 5]
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4. Click Delete.
Storage Pools
Search: CREATE VOLUME... ] [ RENAME... ] [ DELETE ]
Mame Status Capacity Volumes Disks Type
12 v Healthy 20TB 2 12 RAIDE ~
Array #4 v Healthy 4 TB 1 2 RAIDO
Array1 v Healthy 20TB 3 12 RAIDE
gtest O Fault 4TB 0 2 RAIDO
ProductionDS v Healthy 6TB 1 6 RAID1
test32] + Healthy 1078 0 6 RAIDS
testcb v Healthy 4 TB 0 3 RAIDS
testcb v Healthy 4TB 0 - RAIDT v
10 items
5. Inthe Delete Nexsan Storage Pool window, review your selection and click Delete.
Delete Nexsan Storage Pool X
Delete storage pool?
Pool Mame:  Storage Pool 7
System: Nexsan E48VT-01
Pool Type: 10 TB, 6-disk RAIDS
6. Click Actions > Refresh.
7. Review the Recent Tasks pane to confirm that the storage pool has been deleted.
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Adding a hot spare disk
Use this procedure for help with adding a hot spare? disk.
Prerequisite
® Make sure you have an unused disk available before you begin this procedure.
To add a hot spare disk:
1. Openthe Nexsan Storage System workspace where you want to add the hot spare.

2. Select Configure > Disk Drives.

W Nexsan E48VT-01 DETES =
Summary Monitor Configure Volumes / Datastores More Objects
¥ Hardwars Disk Drives
General
Connected Hosts
Hast Ports Location Status Usage Storage Pool Capacity Type
Disk Drives Disk 9 pod 1encl1 v’ Healthy Assigned test321 2TB SAS A
~ Storage Disk 10 pod 1encl 1 v/ Healthy Assigned test3zl 2TB SAS
Storage Pools Disk 11 pod 1encl 1 v Healthy Assigned test321 278 SAS
Storage Volumes Disk 12 pod 1encl 1 v Healthy Assigned test321 278 SAS
w Advanced Disk 13 pod 1 encl1 v Healthy Assigned fest32t 2TB SAS
Advanced Settings Disk 14 pod 1encl 1 v’ Healthy Assigned test321 2TB SAS
Disk 15 pod 1encl 1 v Healthy Assigned Test543 2TB SAS
Disk 16 pod 1encl 1 v Healthy Unused 2TB SAS e
48 items

Select an available Unused disk and click Hot Spare.

4. Inthe Hot Spare window, click Add Spare.

Hot Spare X

Hot spares are used automatically to replace a failed disk of the same
class

System: Mexsan E48YT-01
Disk: Disk 16 pod 1encl1
Hot Spare: Mo

Add Spare Cancel

1A spare disk in a RAID array designated as "hot standby", available to replace a failed
disk without requiring a system shutdown.
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5. Click Actions > Refresh to display the hot spare disk status.

Disk Drives
Search: | HOT SPARE
Location Status Usage Storage Pool Capacity Type
Disk 15 pod O v Healthy Assigned ProductionDS 2TB SAS .
Disk 16 pod O v’ Healthy Assigned ProductionD5S 2TB SAS
Disk 9 pod 1 v Healthy Assigned ProductionD5s 278 SAS
Disk 10 pod 1 v Healthy Assigned ProductionDS 2TB SAS
Disk 1 pod 1 v Healthy Spare 2TB SAS
Disk 12 pod 1 v Healthy Unused 2TB SAS
Disk 13 pod 1 v Healthy Unused 2TB SAS
Disk 14 pod 1 v Healthy Unused 2TB SAS hd
48 items
6. Review the Recent Tasks pane to confirm.
Removing a hot spare disk
Use this procedure for help with removing a hot spare? disk.
To remove a hot spare disk:
1. Open the Nexsan Storage System workspace where you want to remove the hot spare.
2. Select Configure > Disk Drives.
% Nexsan E48VT-01 AEUIELE <
Summary Monitor Configure Volumes / Datastores More Objects
v Hardware Disk Drives
General
Host Ports Location Status Usage Storage Pool Capacity Type
Disk Drives Disk 9 pod 1encl1 v’ Healthy Assigned test32t 278 SAS A
~ Storage Disk 10 pod 1 encl 1 v’ Healthy Assigned test321 278 SAS
Storage Pools Disk 11 pod 1encl 1 v Healthy Assigned test321 2TB SAS
Storage Volumes Disk 12 pod 1encl 1 v Healthy Assigned test321 278 SAS
w Advanced Disk 13 pod 1 encl1 v Healthy Assigned test32n 2TB SAS
Advanced Settings Disk 14 pod 1encl 1 v’ Healthy Assigned test321 2TB SAS
Disk 15 pod 1 encl 1 v Healthy Assigned Test543 278 SAS
Disk 16 pod 1encl 1 v Healthy Unused 278 SAS N
48 items

1A spare disk in a RAID array designated as "hot standby", available to replace a failed
disk without requiring a system shutdown.
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3. Select a disk labeled as Spare in the Usage column, and click Hot Spare.

Disk Drives

Search: |

Location Status Usage Storage Pool Capacity Type

Disk 15 pod O v Healthy Assigned ProductionDS 2TB SAS .

Disk 16 pod O v’ Healthy Assigned ProductionDS 27TB SAS

Disk 9 pod 1 v Healthy Assigned ProductionD5s 2TB SAS

Disk 10 pod 1 v Healthy Assigned ProductionDS 2TB SAS

Disk 11 pod 1 v Healthy Spare 2TB SAS

Disk 12 pod 1 v Healthy Unused 2TB SAS

Disk 13 pod 1 v Healthy Unused 2TB SAS

Disk 14 pod 1 v Healthy Unused 2TB SAS hd
48 items

4. Inthe Hot Spare window, click Remove Spare.

Hot Spare X

Hot spares are used automatically to replace a failed disk of the same
class.

System: MNexsan E48VT-01
Disk: Disk 11 pod 1
Hot Spare:  Yes

Remove Spare Cancel

5. Click Actions > Refresh to display the updated disk status.
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Working with Nexsan Volumes and VMware datastores

This section provides the following topics for help with working with Nexsan Volumes:

Creating a Nexsan Volume and datastore ... . 67
Renaming a Nexsan Volume | 70
Expanding a Nexsan Volume . . . 71
Deleting a Nexsan Volume ... ... e 72
Creating adatastore ... . 74
Importing @ datastore ... ..l 75
Renaming a datastore ... .. 78
Identifying volumes associated with adatastore ... 79
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Creating a Nexsan Volume and datastore

Use these steps for help with creating a Nexsan Volume and VMware datastore.
The Create Nexsan Volume wizard

Creating a volume with the wizard used in this procedure follows these basic steps:
1. Creating the volume.

2. Assigning a host (or hosts).

3. Creating a datastore.

Each step in the wizard requires the previous one, but the second and third steps can be done later. If it

suits your needs, you can create only the volume, create the volume and assign it to a host, or do everything
atonce.

See also:

® "Assigning a host to a Nexsan Volume" (page 80)
® "Creating a datastore" (page 74)

Prerequisite

® Before you begin, make sure the storage pool (array) you plan to assign to the volume has enough
available disk space. See "The Disk Drives workspace" (page 41).

To create a Nexsan Volume and VMware datastore:
1. Open the Nexsan Storage System workspace.
2. Onthe tab bar, select Volumes / Datastores.

3. Click Create Volume.

Menu ~ i:'\ Search () Administrator@VSPHERE.LOCAL ~

= Nexsan E48VT-01 ACTIONS ~

Summary Monitor Configure Volumes / Datastores More Objects

w Hardware Storage Volumes CREATE VOLUME..
Genera
Connected Hosts
Host Ports Volume Status Capacity  Storage Pool Datastore Status
Disk Drives | Y v Healthy 10 TB Arrayl

w Storage B a2 / Healthy | 5.84 TB Arrayl
Storage Pools B 2vi v Healthy |10 TB 12
Storage Volumes ‘ AIV2  Healthy 584 TB 12

w Advanced

Advan Settin ‘ . v/ Healthy 5.94 TB ProductionDS
Advanced Settings ProductionDataStore v o

5 items
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4. Inthe Create Nexsan Volume wizard, select the Storage Pool (Array) you want to assign to the
volume and click Next.

Create Nexsan Volume X
Array #1 10 RAIDS
Array #2 9 RAIDS
Array #3 14 RAIDS
Array #4 13 RAIDS

5. Enter a Volume Name and Volume Size and units (GB, TB, GiB, or TiB) and click Next.

Create Nexsan Volume X

Volume Mame: Mottingham

2 Volume Options Volume size: | 1908.55

Maximum size: 1908.55GB "’
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6. Select an unassigned host, then click Assign > Next.

Note You can skip this step and assign a host later, but assigning a host to a volume is necessary

before you can add a datastore.

3. Assign Hosts

Create Nexsan Volume

Host Name

172 .

Host Name

No hosts assigned

0 hosts

Cancel

o | e ]

0 hosts

7. Do either of the following:

a. Type a name to create a new VMware datastore (requires that a host be assigned. See the

previous step.) Click Next.

b. To skip creating a datastore, leave the Create Datastore check box unchecked and click Next.

Create Nexsan Volume

4. Datastore Options

Create Datastore: []

Datastore Mame:

Cancel

WM datastore

o [

X

8. Inthe Confirmation window, review your changes and click Finish.
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9. In Recent Tasks, confirm that the volume is created. Volume creation is complete only when all
VMware subtasks are complete.

Recent Tasks Alarms

Task Name =2 Target =7 Status 7 Initiator =7 Queued For
Create VMFS datastore |j 172 v Completed VSPHERE.LOCAL\AdmInistrator 15 ms
Rescan VMFS |j 172, v/ Completed VSPHERE.LOCAL\Administrator 12 ms
Rescan all HBAs |j 172 v" Completed VSPHERE.LOCAL\AdmInistrator 17 ms
Create Nexsan volume G 172. v' Completed VSPHERE.LOCAL\AdmiInistrator 82 ms

Renaming a Nexsan Volume

Use this procedure for help with renaming a Nexsan Volume.
To rename a Nexsan Volume:

1. Open the Nexsan Volume you want to rename.

2. Click Actions > Rename.

ATV ACTIONS ~

Mexsan Violume Actions
sSummary Monitar cts
(& Refresh

Capacity: 1
Type: H
System: Used: 10 TB Maximum: 13.96 TB
LUN 2 Rename...
Status: H

Capacity Allocated: 10 TB

[ Cpen Nexsan GUI

Y& Assign Hosts..
g Expand.

[+ ] System 'UKSupportE48V1] Datastore

v

oblem Details

% Delete Volume
- Details ~ Datastore

Capacity 10TB Datastore Status Capacity Free

3. Enter a new volume name.

' Rename Nexsan Volume X

Enter the new name for the volume:

Volume Name: ATV1425A

System: Nexsan E48VT-01
Serial Number: 716F2ZAFO
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4. Click Rename.

5. View Recent Tasks to confirm that the process has completed.

Expanding a Nexsan Volume

Use this procedure for help with expanding a Nexsan Volume and any associated datastore using available
storage pool space.

To expand a Nexsan Volume:
1. Open the Nexsan Volume you want to expand.

2. Click Actions > Expand.

ATV ACTIONS ~
Nexsan Volume Actions
summary Monitor cts
@ Refresh
Capacity: 1 Capacity Allocated: 10 TB
Ko 7 [ Open Nexsan GuI el e
System: Used: 10 TB Maximum: 13.96 TB
LUN: 2 Rename...
Status:  H
& Assign Hosts._..
g Expand...
@ system 'UKSUpportE48V] Datastore » [oblem Details
\x Delete Volume
- Details - Datastore
Capacity 1078 Datastore Status Capacity Free
Mo datastore found
Used 10TB
Maximum 13.96 TB + Nexsan System
Storage Pool Arrayl System Status Model
B Nexsan E48vT-01 O FauLT Mexsan E48
UM 0

3. Enter a new size for the volume and units (GB, TB, GiB, or TiB).

Expand Nexsan Volume X

Enter the new size for the volume

New size: 600

Current size: 500 GB

Maximum size: 240855 GE

4. Click Expand.
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5. View Recent Tasks to confirm that the process has completed. Volume expansion is only marked as
completed once all subtasks have finished.

Deleting a Nexsan Volume
Use this procedure to cleanly unmount a Nexsan Volume and any associated datastore.

CAUTION: LOSS OF DATA
Before you complete this procedure, ensure that the data is either replicated elsewhere or no
longer required.

Prerequisite

® Remove any associated virtual machines before you delete a Nexsan Volume. Otherwise deletion will be
blocked.

To delete a Nexsan Volume:
1. Open the Nexsan Volume you want to delete.

2. Inthe Volume window, select Actions > Delete Volume.

Menu (:'\ Search ()] Administrator@VSPHERE.LOCAL ~
© Volume #7 | AcTions ~
Mexsan Volume Actions
Summary Monitor Configur
(@ Refresh
Ger | ENAM
Loh Prop [ Open Nexsan GUI

Host Access
Ma| ' Rename.. Volume #7
stq @ Assign Hosts Unknown
sy{ ‘@ Expand.. Nexsan E48VT-01
st Datastore - Array #4
Ty Y% Delete Volume RAIDS
Serial Number T4EF25EA
WWN 6000402001EQ002174EF25EAQQ000000

Capacity EXPAND...
Capacity 3.09TB
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3. Inthe Delete Nexsan Volume window, confirm that you have the right volume, and click Delete.

‘% Delete Nexsan Volume X

Delete Nexsan volume?

Volume: Volume #7
System: MNexsan E48VT-01
Serial Number: 74EF25EA

4. View Recent Tasks to confirm that the process has completed. Volume deletion is only marked as
completed once all subtasks have finished. For example:

Recent Tasks Alarms

Task Name 4 Target &7 Status 2 Initiator 4 Queued For
Remowve datastore [:] DNA 24 v Completed WSPHERE.LOCAL\Administrator 12 ms
Delete Nexsan volume LA 172, v Completed VSPHERE.LOCAL\AdmInistrator 37 ms
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Creating a datastore

Use this procedure for help with adding a datastore! to a Nexsan Volume if not already done so when the
volume was created. See also: "Creating a Nexsan Volume and datastore" (page 67).

Prerequisite
® The volume must be assigned to the VMware host to have a datastore assigned to it.
See "Assigning a host to a Nexsan Volume" (page 80)
To create a datastore:
1. Openthe Nexsan Storage System workspace.

2. Select Volumes / Datastores from the tab bar. (Alternatively, you can select a volume and then select
Actions > Create Datastore.)

3. Select the volume you want to add the datastore to.

= Nexsan E48VT-01 | AcTions ~

Summary Monitor Configure Veolumes / Datastores More Objects

Storage Volumes CREATE VOLUM
searcm: [ ] creaTe DaTasToRE | [ Rename | [ oeiere
Volume Status Capacity Storage Pool Datastore Status
B v Healthy 10718 Arrayl

‘ AlV2 v/ Healthy 584 TB Arrayl

B a3y  Healthy 39678 Arrayl 5 DNA 24 ' Normal

B ProductionDatastore v Healthy 594718 ProductionDS E productionDatastore v Mormal

W glogicDriver + Healthy 39678 Array #4

5items
4. Click Create Datastore.
Create Datastore X

Enter the name for the datastore:

Datastore Name: AlV2Z

Volume: ATVZ

System: Nexsan E48VT-01

5. Inthe Create Datastore window, enter a datastore name and click Create.

TIn VMware, datastores are virtual containers for files. Datastores contain structures used
to store virtual machine files and hide the details about each storage device. Datastores
can also store VM templates, ISO images, and floppy images. See
https://pubs.vmware.com
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6. Review the Related Tasks pane to confirm that the datastore has been created.

Recent Tasks Alarms
Task Name =7 Target =7 Status 4 Initiator 4 Queued For =7 Start Time 7
Create VMFS 02142018 4:52:00
|j 17217254 20 v Completed VSPHERE.LOCAL\A_ . 32 ms
datastore PM
0214/2018 4:50:03
Rescan VMFS |j 17217254 20 v Completed WSPHERE.LOCAL\A .. 11 ms
PM

The new datastore also displays with the volume in the Nexsan Storage System and Nexsan Volumes
workspaces.

Importing a datastore

Use this procedure for help with:

® Importing an existing datastore! from a Nexsan replica, snapshot, or clone volume

® |mporting datastores not automatically recognized by VMware, or to register missing virtual machines or
templates on a datastore.

See also: "Creating a Nexsan Volume and datastore" (page 67).
Prerequisite
® The volume must be assigned to the VMware host to have a datastore assigned to it.

See "Assigning a host to a Nexsan Volume" (page 80)
To import a datastore:
1. Open the Nexsan Storage System workspace.

2. Select the replica, snapshot, or clone volume containing the datastore you want to import.

TIn VMware, datastores are virtual containers for files. Datastores contain structures used
to store virtual machine files and hide the details about each storage device. Datastores
can also store VM templates, ISO images, and floppy images. See
https://pubs.vmware.com
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3. Onthe Actions menu, select Datastore > Import Datastore.The Import Datastore wizard opens.

Menu _ Search in all environments :_ Administr

® Replica of Nottingham | actions~
MNexsan Volume Actions
Summary Monitor Configure Mo
— @ Refresh
Capacity: 100 GB Capadity
"s"D': ’ RAIDS [ Open Nexsan GUI R
System: CS E60G W Rename Used: 75.24 M B
LUN: 2 ' HEname. . Snapshot Space Reserved: 50 GB
Elais fedithy @ Assign Hosts...
Used: 15.6 MB Maximum: 116 T
¢ Expand...
~ Nexsan Volume Datastore gh=]
Capacity 100 GB \\% Delete Volume £g Import Datastore... Capacity Free
- Nottin B 93GIB 9159 GiB
Used 7524 MB = | E# Rename Datastore...
e A ~ Nexsan System
Snapshot Reserved 50 GB System Status Model
Used 156 M2 B CS E6OG + Norma Mexsan E6O
2.0
Maximum 116 TB
= Assigned Hosts
St Pool Prot
i " Host Status Paths
LUN 2 F] v Normal |2
Details
Created 06-Aug-2019 071516 -

4. In Datastore Options, select your preferred name for the datastore (either using the original name or
the Nexsan volume name, optionally appended with “ (Imported)” to make it easier to find). Click Next.

5. Inthe VM Options window, select from the following options and click Next:

Option ‘ Description
Register VMs Select these options (the default) to have the VMs and templates registered
automatically.
Register
Templates
VM Names Select your preferred naming convention from the drop-down menu:
® [VM]- Use the existing virtual machine name.
® [VM] (Imported) - Use the existing virtual machine name and append the text "
(Imported)".
® [VM]- [Datastore] - Use the existing virtual machine name and append the
datastore name.
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Option ‘ Description

VM Identity Select from the following options for the MAC address associated with the VM:
® Ask at poweron
® Moved (keep existing MAC address)

® Copied (generate new MAC address)

6. Inthe Confirmation window, review your choices and click Finish.
7. Review the Related Tasks pane to confirm that the datastore has been imported.

The newly imported datastore also displays with the volume in the Nexsan Storage System and Nexsan
Volumes workspaces.
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Renaming a datastore

Use this procedure for help with renaming a datastore.
To rename a datastore:

1. Openthe Nexsan Storage System workspace.

2. Onthe tab bar, select Volumes / Datastores

= Nexsan E48VT-01 ACTIONS ~
Summary Monitor Configure Volumes / Datastores More Objects
Storage V0|umes CREATE VOLUME...
Search: | RENAME DATASTORE.. ] [ RENAME... ] [ DELETE
Volume Status Capacity Storage Pool Datastore Status
B A + Healthy |10 TB Arrayl
L WA + Healthy | 5.84 TB Arrayl
B a3vi v/ Healthy 3.96 TB Arrayl [] DNA 24 " Normal
‘ ProductionDataStore v Healthy 5.94TB ProductionDS £ ProductionDataStore v Normal
W glogicDriver + Healthy | 3.06 TB Array #4
5 items
3. Select the volume with the datastore that you want to rename.
4. Click Rename Datastore.
Rename Datastore X
Enter the new name for the datastore:
Datastore Name: DNA 24
Volume: A3V
System: Nexsan E48VT-01
5. Inthe Rename Datastore window, enter a datastore name and click Rename.
6. Review the Related Tasks pane to confirm that datastore has been renamed.
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Identifying volumes associated with a datastore

Use this procedure for help with identifying Nexsan Volumes associated with a VMware datastore starting
from the VMware Hosts and Clusters workspace.

Prerequisite

® You'll need to know the name of the datastore that you want to find volumes for.
To identify Nexsan Volumes associated with a VMware datastore:

1. Open the vSphere client Hosts and Clusters workspace.

2. Onthe tab bar, select Configure.

m ACTIONS ~
Summary Manitor Configure Permissions VMs Datastores Networks Mcre Objects
Y Fiter
Mame ¥ | Status ~  Type v DatastoreCl.. ~  Capacity ~  Free v
& datastore v Normal VMFS 5 924 GB 52916 GB
E pna24 v Normal VMFS 5 1671B I6TB
= ProductionDataStore v Narmal VMFS 5 5478 515TB
[__1 UKSupponSataboy01 Datastore01 I Warning VMFS 5 273TB 5689 GB
[:] UKSupponSataboy01 Datastore02 v Narmal WMFS & 1277TB 134 TB
B xcsosa88 v/ Normal VMFS 5 18.01TB 1B8.01TB

3. Inthe navigation pane, select Nexsan Storage. Volumes and associated datastores display.

| DNA 24 ACTIONS v

summary Monitor Configure Permissions Files Hosts VMs More Objects

(& Refresh All ¥ Filter
Volume Name R Status = System = Capacity =
‘ A3V1 (Datastare) MNormal Nexsan E48VT-01 396 7B
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Working with hosts

This section provides the following topics for help with working hosts:

Assigning ahosttoa Nexsan Volume ... 80
Unassigning @ NoSt ... 83
Viewing hosts assigned to Nexsan Volumes ... .. 85
Viewing connected hOSES .. ... ... 87
Renaming an initiator .. 88
Deleting an initiator ... 89

Assigning a host to a Nexsan Volume

Use this procedure for help with assigning a host! to a Nexsan Volume. The Assign Hosts window
displays unassigned initiator2 names and identifiers.

A volume must be assigned to a host running ESXi to be able to create or access a VMware datastore on it.
To assign a host to a Nexsan Volume:

1. Open aNexsan Volume.

2. Onthe tab bar, click Configure.

3. Click Host Access in the navigation pane. You can view Host IP addresses, Initiator Name,
Identifier, Status, number of Paths, and multipathing Policy: either RR (Round Robin), MRU (Most
Recently Used), or Fixed.

® Replica of Nottingham | acrions~

Summary Monitor Configure More Objects

Bencrd Host Access
Host Access

Replication

Host Initiator Name Identifier Status Paths Policy
] UKDT-CSTEST18-GO 21-00-00-1B-32-02-64-95 v Online 1 RR
| UKDT-CSTEST18-GI1 21-01-00-1B-32-22-64-95 v Online 1 RR
—~ iq .com.vmware:ukdi-c | ign.1998-01.com.vmware:ukdt-c
anline =]
] stest18-1354c21c stest18-1354c21c vGnins: 2 .

3 ltems

1A physical computer, server, or other device which accesses the volumes in a Nexsan
Storage System. The host can be connected to the Nexsan Storage System with a Fibre
Channel connection, an iSCSI connection, or a SAS connection. A VMware host
computer runs virtual machines.

2|n storage networks, initiators are typically software or hardware Fibre Channel, iSCSI,
or SAS adapters accessing information on disk storage systems, the targets.
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4. Click Assign Hosts. Unassigned initiators display, grouped by VMware host. Unmanaged initiators
are listed under Other.

Assign Hosts X
Search:
Initiator Name Identifier Status Paths
UKDT-CSTEST18-Q0 21-00-00-18-32-02-64-35 v/ Online 1
UKDT-CSTEST18-Q1 21-01-00-1B-32-22-64-95 v/ Cnline 1
iqn.1998-01.com.vmware:ukdt-cstest18-1354c2 | ign.1998-0l.com.yvmware:ukdi-cstest18-1354c2 / Anting,. |2 ¥
3 items
Search:
Initiator Name Identifier Status Paths
21-00-00-0E-1E-CA-43-50 21-00-00-0E-1E-CA-43-50
21-00-00-0E-1E-CA-43-51 21-00-00-0E-1E-CA-43-51
-
27 items
Apply Cancel

5. Select the Initiator you need, and click Assign.

6. Check Recent Tasks to confirm that the operation has completed.

After you assign a host to a Nexsan Volume with a datastore, you can follow the Assign Hosts link
from the Volume workspace.

+ Assigned Hosts

Host Status Paths

g 172 @ Normal 1

Details
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7. Click the link to the Assigned Host to open the VMware Hosts and Clusters workspace.

B ACTIONS ~
Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks More Objects Updates
¥ Storage = Nexsan Storage Systems REFRESH
Storage Adapters
) System Status IP Address Model Firmware
Storage Devices
— B c
Host Cache Configur. BB CS E60G v’ Normal Mexsan EGO SONM.1305.rc1
Protoceol Endpoints Only Nexsan storage systems connected to the selected host are shown. See all Nexsan storage systems
I/O Filters
~ Metworking Nexsan Volumes / Datastores
Wirtual switches Search | |
VMiernel adapters Volume Status LUN  System Storage Pool  Datastore Status Paths | Policy
Physical adapters ~
W 0am Vv Healthy 15 C5 E60G Prot B pam + Normal 4 RR
TCP/IP configuration -
: W Dar2 v Healthy 14 CS EGOG Prot E par2 + Normal | 4 RR
= \irtual Machines -
VM Startup/Shutdo.. W DaRs W Healthy 13 CS E6OG Prot E par3 v Normal 4 RR
Agent WM Settings ‘ FuncDS v Healthy |17 CS EGOG Prot ['] FuncDS§  Normal | 4 RR
Default VM Compati.. ‘ Prot-PH v Healthy |0 CS EBOG Prot-PH E proteH ~ Normal | 4 RR
Swap File Location -
. W Repica of  Heattny | 4 S E60G Prot B Nottingham | v Normal 4 R
- System Nottingham
Licensing L Tl v Healthy |1 CS E60G Prot =k v Normal 4 RR
Host Profile ‘ §T2 v Healthy |18 CS E6OG Prot B 512 v Normal | 4 RR
Time Configuration L Y3E! W Healthy |19 CS E60G Prot Elst3 W Normal | 4 RR
FESAHCAHIONS St B4 Healthy |22 | CSE60G Prot Esta « Normal | 4 RR
Certificats =
SEeEs W VHealthy |21 CSEGOG Prot HsTs v Normal | 4 RR
Power Management 1 ftems
Advanced System S
Only Nexsan volumes assigned to the selected host are shown. See all Nexsan volumes
System Resource Re.
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Unassigning a host
Use this procedure for help with unassigning a host from a Nexsan Volume.

A CAUTION: Before you begin, make sure the host being removed does not have any virtual
machines running on the volume.

To unassign a host from a volume:
1. Open the Nexsan Volume you want to unassign host access for.
2. Onthe tab bar, click Configure.
3. Click Host Access in the navigation pane.
4

Click Assign Hosts. You can view Host IP addresses, Initiator Name, Identifier, Status, number of
Paths, and multipathing Policy: either RR (Round Robin), MRU (Most Recently Used), or Fixed.

® Replica of Nottingham | actions~

Summary Monitor Configure More Objects

General Host Access
Host Access

Search.

Replication
Host Initiator Name Identifier Status Paths Policy
El UKDT-CSTESTI18-GO -00-00-1B-32-02-64-95 v Onling 1 RR
] UKDT-CSTEST18-G1 v Online 1 RR
= ign.1998-01.com.vmware:ukdt-c | ign com.vmware:ukdt-c i
@ stest18-1354c21c stest18-1354c21c pninE: .2 e

3 items

5. Select an assigned host and click Assign Hosts. The Assigned Hosts window opens.

Assign Hosts X
Search: |
Initiator Name Identifier Status Paths
{Other}
50-00-62-B2-00-65-42-C0 50-00-62-B2-00-65-42-C0O v/ Online 1

1items
Search:
Initiator Name Identifier Status Paths
17217 25420

~

ign.1998-01.com.vmware:5a004e3e-da%e-788  ign.1998-0l.com.vmware:5a004e3e-da%e-788  Online |1
8-5f5d-00259052dee0-4ab16e18 8-5f5d-00259052dee0-4ab16e18 -
{Other} v

8 items

Apply Cancel
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6. Click Unassign, then Apply. The unassigned host initiator appears in red text in the bottom area of the

window.
Assign Hosts X
Search: |
Initiator Name Identifier Status Paths
Mo hosts assigned
O items
Search:
Initiator Name Identifier Status Paths
172.
~
ign.1998-0l.com.vmware:5al04e3e-da%e-788 ign.1298-0l.com.vmware:5a004e3e-da%e-788  Online 1
8-515d-00259052dee0-4ablGe18 8-5f5d-00259052dee0-4ab16e18 -
{Other} L¥)
7 items
Apply Cancel

7. Click Actions > Refresh. The Assigned Hosts should now update.

vm vSphere Client 5 (&) Administ:

Y CSXMI6

CSXMI6 | AcTioNs v

= Nexsan System 1
Datastore sSummary Monitor Configure More Objects
Assigned Hosts ]
General Host Access ASSIGN HOSTS.
Host Access
Host Initiator Name Identifier Status Paths
{Other}

50-00-62-B2-00-65-42-CO | 50-00-62-B2-00-65-42-C0  +/ Online 1
1items

8. Review the Recent Tasks pane to confirm.
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Viewing hosts assigned to Nexsan Volumes

Use this procedure for help with viewing hosts assigned to Nexsan Volumes. If no hosts are currently
assigned, see "Assigning a host to a Nexsan Volume" (page 80).

To view hosts assigned to Nexsan Volumes:
1. Open the Volume you want to view host assignments for. View Assigned Hosts, status, and paths in
the bottom right section of the Volume workspace.

- Assigned Hosts

Host Status Paths
[{ 172.99.888.00 + Normal 3

2. Click Assigned Hosts in the object navigator (top left). The Assigned Host appears bottom left.

vim vSphere Client

VL ATV2
=¥ Mexsan System 1
Datastore 0

Assigned Hosts

Assigned Hosts

& 172

Nexsan | 85
Nexsan Storage Plugin for vCenter www.nexsan.com


http://www.nexsan.com/

Working with hosts

3. Click the URL to the Assigned Host to open the vSphere Hosts and Clusters workspace.

& ACTIONS ~
Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks More Objects Updates
~ Storage = Nexsan Storage Systems S al
Storage Adapters
System Status IP Address Model Firmware
Storage Devices
— B -
Host Cache Configur. B CS E6OG + Normal Nexsan EE0 S0M1305.rc1
Protocol Endpoints Only Nexsan storage systems connected to the selected host are shown. See all Nexsan storage systems
I/O Filters
~ Networking Nexsan Volumes / Datastores
Virtual switches Search | ‘
VMkemel adapters Volume Status LUN  System Storage Pool Datastore Status Paths  Policy
Fhysical adapters .
B DRt v Healthy 15 CSE60G Prot E pam v Normal 4 RR
TCP/IP configuration -
R2 Healthy 14 CS E6OG Prot E R2 Normal 4 RR
w Virtual Machines B R . v Sipar2 v
WM Startup/Shutdo.. W DaRz W Healthy 13 CS E60G Prot E paR3 + Normal 4 RR
Agent VM Settings ‘ FuncDS v Healthy 17 CS EG0G Prot & FuncDs v Normal 4 RR
Default VM Compati.. W Prot-oH W Healthy O CS E60G Prot-2H = ProtPH + Normal 4 RR
Swap File Location li )
e W Replica of v Healtny 4 CS E60G Prot B Nottingham | + Normal 4 RR
+ System Mottingham
Licensing L Y  Healtny |1 CS EGOG Prot = sT1 « Mormal 4 RR
Host Profile ‘ sT2 v Healthy 18 CS E6OG Prot B s12 v Normal 4 RR
Time Configuration L Y3 V Healthy 19 €S E60G Prot E5E! v/ Normal 4 RR
el bt \ BT  Healthy | 22 CS E60G Prot Esta « Normal 4 RR
Certificate -
W= v Healthy 21 CS EBOG Prot B sTs v/ Normal 4 RR
Power Management items
Advanced System S...
Only Nexsan volumes assigned to the selected host are shown. See all Nexsan volumes
System Resource Re.
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Viewing connected hosts
Use this procedure for help with viewing connected hosts.

To view hosts connected to a Nexsan Storage System:
1. Open the Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 ACTIONS ~

Summary Monitor Configure Volumes / Datastores More Objects
v Hardware Connected Hosts
General
Search: |
Connected Hosts
Host Ports Host Initiator Name Identifier Status Paths
Disk Drives 172.

w Storage D 20-01-00-0E-1E-09-5E-C4 20-01-00-0E-1E-09-5E-C4 v Online |1
Storage Pools = 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 +/ Online |1
Storage Volumes | 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81  Online 1

« Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A v Online 1

21-FD-50-EB-1A-9C-AQ-BO | 21-FD-50-EB-1A-9C-A0-BO

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3
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Renaming an initiator

Use this procedure for help with renaming an initiator.
To rename an initiator:

1. Open the Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 ACTIONS ~

Summary Monitor Configure Volumes / Datastores More Objects

v Hardware Connected Hosts
General

Search: |

Connected Hosts
Host Ports Host Initiator Name Identifier Status Paths
Disk Drives 172.

w Storage |j 20-01-00-0E-1E-09-5E-C4 20-01-00-0E-1E-09-5E-C4 v Online |1
Storage Pools = 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 +/ Online |1
Storage Volumes | 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81  Online 1

w Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A v Online 1
21-FD-50-EB-1A-9C-A0-BO | 21-FD-50-EB-1A-9C-A0-BO

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3

3. Select the initiator you want to rename (select the Initiator Name or another part of the row, but not the
link to the host).

Connected Hosts

Search: | [ RENAME . | [ oeLee
Host Initiator Name Identifier é[!nus Paths
{Other}
ign.1991-05.com.microsoft.uk&? | ign.1991-05.com.microsoft:uke?
657 2Limation.com 6572Limation.com

ﬂ ign.1991-05.com.microsoft:ukdt-  ign.1991-05.com.microsoftukdi-
cstestl0 cstestl0

= iqn.1991-05.com.microsoft-win-2 | ign.1991-05.com.microsoft-win-2

L nikinlcclo nikinlcclo
ign.1991-05.com.microsoft-win-5 | ign.1991-05.com.microsoft:win-5
Apoiluio7f 4boiluio7T

4. Click Rename.
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5. Inthe Rename Initiator window, enter a new name.

Rename Initiator X

Enter the new name for the initiator:

Initiator Name: | E48-02- 21-00-00-0E-1E-11-50-80

System: MNexsan E48P#2
Host 172171188
Identifier: 21-00-00-0E-1E-11-50-80

Rename Cancel

6. Click Actions > Refresh.

7. Review the Recent Tasks pane to confirm.

Deleting an initiator

Use this procedure for help with deleting an initiator.
To delete an initiator:

1. Open the Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 ACTIONS ~

Summary Monitor Configure Volumes / Datastores More Objects

v Hardware Connected Hosts
General

Search: |
Connected Hosts
Host Ports Host Initiator Mame Identifier Status Paths
Disk Drives 172,

v Storage | 20-01-D0-0E-1E-09-5E-C4 | 20-01-00-0E-1E-09-5E-C4 v Online |1
Storage Pools ] 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 v Online |1
Storage Volumes | 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81  Online 1

« Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A |+ Online |1

21-FD-50-EB-1A-9C-AQ-BO | 21-FD-50-EB-1A-9C-A0-BO

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3
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3. Select the initiator you want to delete (select the Initiator Name or another part of the row, but not the

link to the host).
Connected Hosts
Search: | RENAME | | DELETE ]
Host Initiator Name Identifier Status PatH
{Other}
ign.1991-05.com.microsoft.uk&? | ign.1991-05.com.microsoft:uke?
657 2Limation.com 6572Limation.com
'—] ign.1991-05.com.microsoft:ukdt-  ign.1991-05.com.microsoftukdi-
cstestl0 cstestl0
= iqn.1991-05.com.microsoft-win-2 | ign.1991-05.com.microsoft-win-2
nikinlcclo nikinlcclo
ign.1991-05.com.microsoft-win-5 | ign.1991-05.com.microsoft:win-5
Apoiluio7f 4boiluio7T

4. Click Delete.

In the Delete Initiator window, verify your choice and click Delete.

Delete Initiator X

Delete initiator? All settings for the initiator will be removed.

Initiator Name:
System:  Nexsan E48P#2
iqn.1991-05.com.microsoft:win-2nikin1

cclo

Identifier:

6. Click Actions > Refresh.

7. Review the Recent Tasks pane to confirm.
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Renaming a Nexsan Storage System

Use this procedure for help with renaming a Nexsan Storage System.
To rename a Nexsan Storage System:

1. Open the Nexsan Storage System workspace you want to rename.

2. Click Actions > Rename.

Enter a new System Name.

= Rename Nexsan System X

Enter the new name for the system:

System Mame: DMA E48WT-01

System ID:  03E3166E
IP Address: 172.17.131.25,172.17.131.26

Rename Cancel %

4. Click Rename.
5. Click Actions > Refresh.

6. Review the Recent Tasks pane to confirm.
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Restarting a Nexsan Storage System

Use this procedure for help with restarting a Nexsan Storage System from the plugin.

A CAUTION: Ensure that this action is performed during a maintenance window so that no data is
lost while the storage system is restarting.

To restart a Nexsan Storage System:
1. Open the Nexsan Storage System workspace.

2. Select Actions > Maintenance > Restart.

Menu ~ 1:L Search U Administrator@VSPHERE LOCAL ~
= Nexsan Beast#1| actions~
Mexsan System Actions
summary Monitor Configure re Objects
— @ Refresh
Model:  Nexsan BEAST A Raw Capacity Free: 300 GB
R nipy/i7217.ig.e0 | [ OPen Nexsan GUI I
= Status: Fault @ Allocated: 10912 TB Total: 1392 TB
Updated: 22-Dec-2017 10:49: =8 Rename... Pooled Capacily ST
inter -
N_XSAN Maintenance » | B Beacon Enclosure Allocated: 25.69 TB Total: 30.9 T8
E Create Storage Pool BB Restart
@ system 'NexsanBeast#1 is reporting at least ¥ Create Volume.. =g Shut Down
@ Disk 38 has failed Details
Connection (3
* Qverview ~ Storage Pools
Model Mexsan BEAST Total Storage Pools 4
Firmware 50113013 Healthy 4
Raw Capacity 113.92 TB (60 disks) BetaRs
8 x 10Ge-iSCS| + Volumes / Datastores
Host Ports e T /
Datastore Volumes 1
~ Disk Drives Healthy 1
v
Total Disk Drives 60 Non-Datastore Volumes 5
N
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3. Inthe Restart Nexsan System window, select Hot Restart, Rolling Restart, or System Reboot. For
details, refer to the table below.

System Name:

= Restart Nexsan System X

Select restart operation to perform:

Mexsan Beast#1

(@ Hot Restart
(O Rolling Restart

(O System Reboot

Description

Hot Restart

Rolling
Restart

For dual-controller storage systems with certain configurations, this
enables you to restart the RAID Controllers without losing host connectivity
or data transfer capability. During a hot restart, each RAID Controller
reboots individually.

For a hot restart to be performed, both RAID Controllers must be fully
operational and have the same firmware version , and the storage system
must be in a mode that supports controller failover (Active-Active or All
Ports All LUNs).

If one or more of these conditions is not met, and on single-controller
storage systems, the Hot Restart option is grayed out.

Note System settings requiring a reboot will not be applied by a hot restart.

For dual-controller storage systems with certain configurations, this
enables you to restart the RAID Controllers with only a brief loss of host
connectivity and data transfer capability. During a rolling restart, each RAID
Controller reboots individually.

For a rolling restart to be performed, both RAID Controllers must be fully
operational and have the same firmware version, and the storage system
must be in a mode that supports controller failover (Active-Active or All
Ports All LUNSs). If one or more of these conditions is not met, and on
single-controller storage systems, the Rolling Restart option is grayed
out.

Note To avoid host connection timeout during a rolling restart, disk
timeouts for all hardware and virtual servers should be set to 150 seconds
or more.
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Description
System This option executes a full restart of the storage system. While the storage
Reboot system is rebooting, the system is offline, and arrays and volumes are
(default) inaccessible. Therefore, hosts should be safely shut down or disconnected

before performing a System Reboot. After the system has finished
rebooting, the arrays and volumes are once again accessible and hosts
can be restarted or reconnected.

System This option flushes the cache data to the disks and shuts down the system.

Shutdown Therefore, hosts should be safely shut down or disconnected before
performing a System Shutdown. System Shutdown does NOT turn the
system completely off; the power supply units (PSUs) are still active, and
fans may still run. To completely power off the system, or to bring the
system back on line after a shutdown, follow the instructions in the
system’s Installation Guide.

4. Click Restart.
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Shutting down a Nexsan Storage System

Use this procedure to shut down a Nexsan Storage System from the plugin.

A\

during the shutdown period.

To shut down the system:

1. Open the Nexsan Storage System workspace.

2. Select Actions > Maintenance > Shut Down.

Menu {:L Search

CAUTION: Physical access is required to restart the system.

U Administrator@VSPHERE LOCAL ~

Ensure that this action is performed during a maintenance window, so that no data can be lost

Nexsan Storage Plugin for vCenter

www.nexsan.com

= Nexsan Beast#1 actions~
Nexsan System Actions
Summary Monitor Configure re Objects
— (@ Refresh
Model: Raw Capacity ee: 300 GB
URL [ Open Nexsan GUI ~
= Status: au Allocated: 10912 TB :113.92 TB
Updated: 22-Dec-2017 10:49:5 %8 Rename.. Pooled Capacity P T
intel -
N_XSAN Maintenance, » | B Beacon Enclosure Allocated: 25.69 T8 20078
E Create Storage Pooil @ Restart
© system 'Mauve Beast#1' is reporting at least ? Create Volume.. | = Shut Down
@ Disk 38 has failed Details
Connection > |
- Overview ~ Storage Pools
Model Nexsan BEAST Total Storage Pools 4
Firmware S011.1301.3 Healthy 4
Raw Capacity 113.92 TB (60 disks) .
8 x10Ge-iSCS| - Volumes / Datastores
Host Ports 8 x 1Ge-ISCS /
Datastore Volumes 1
- Disk Drives Healthy 1
[¥]
Total Disk Drives 60 MNon-Datastore Volumes 5
Nexsan | 95



http://www.nexsan.com/

Setting a beacon on an enclosure

3. Inthe Shut Down Nexsan System window, click Shut Down.

= Shut Down Nexsan System X

Shut down Mexsan System?

WARNING: Physical access is required to repower the system!

System Name: Mexsan Beast##1

Setting a beacon on an enclosure
Use this procedure for help with setting a beacon on an enclosure to help locate it in a rack.
To set a beacon to an enclosure:

1. On the Nexsan High-Density Storage Plugin for VMware vCenter plugin main page, open a Nexsan
Storage System workspace.

2. Do either of the following:
® Select Configure, and under Hardware click the Beacon button.

m Green E60#1 3G ACTIONS v

summary Monitor Configure Wolumes / Datastores More Objects
General
Connected Hosts Name Green E60#13G
datil Status Fault @
Disk Drives

w Storage URL http:A
Storage Pools

IP Address 172.17.115.130, 172.17. 115.131

Storage Volumes
Replication

w» Advanced Hardware
Achiame | Ottt
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® Select Actions > Maintenance > Beacon Enclosure.

= Nexsan Beast#1| actions~
MNexsan System Actions
Summary Monitor Configure re Objects
— @ Refresh
Hardware i i
M Disk Drive a open Nexsan GuI
General
Search:
Connected Hosts I: " Rename...
Location ge Pool Capacity Type
Host Ports Maintenance » || B7 Beacon Enclosure
Disk Drives Disk 1 1 1TB SATA
» Storage Disk 2 8 Create Storage Pool... B8 Restart 1 1718 SATA
Storage Pools Disk 3 ¥ Create Volume... B Shut Down 1 3B SATA
Storage Volumes Disk 4 rorro T 2TB SATA
. Connection > =
« Advanced Disk 5 ssigned Suse#l 3TB SATA
Advanced Settings Disk 6 v Healthy Assigned Suse#l 27TB SATA
Disk 7 v Healthy Assigned Suse#l 1TB SATA
Disk 8 v Healthy Assigned Suse#l 3TB SATA
60 itq

3. Inthe Beacon Nexsan Enclosure window, click Start.

=!Beacon Nexsan Enclosure x

Beaconing the Mexsan system causes the lights on the front of the
enclosure to flash.

System Mame: Mexsan Beast#l

Beaconing: OFF

4. Review Recent Tasks or look at the physical system to confirm.

5. To stop the beacon, reopen the Beacon popup window and click Stop.
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10Gb Ethernet
A 10 gigabit per second (Gb/s) Ethernet con-
nection using either fibre-optic cables or twis-
ted-pair copper wires.

10Gb iSCSI
An iSCSI connection that runs on a 10Gb Eth-
ernet network.

10GbE
See “10Gb Ethernet” and “10Gb iSCSI”.

Active Directory
Microsoft’s directory service, used by all sup-
ported Windows operating systems. Abbre-
viated “AD”.

All Ports All LUNs (APAL) mode

A system mode for Nexsan Storage Systems.
In this mode, the entire system operates as a
single node. The volumes can be mapped to
any or all ports on both RAID controllers.
When a controller fails, the ports on that con-
troller become inaccessible. However, if the
volumes are mapped to ports on the other con-
troller as well (which requires the host to be
configured for multipathing), they remain

accessible to the host, which sees the storage
become active through its second path.

array
In Nexsan storage terms, an array is a linked

group of one or more physical, independent
hard disk drives. In VMware, a storage pool is
equivalent to an array. See also “RAID”.

bit
The smallest unit of digital data, representing
a0ora 1. Abbreviated “b”.

boot drive

The device from which a computer’s oper-
ating system is loaded. Typically, an internal
hard disk drive (or one of several partitions on
such a drive) is used for this purpose, but any
attached storage device—such as an optical
disc drive, a USB flash drive, or other attached
storage—can be used.

byte
A unit of data that is 8 bits long. Often used for
alphanumeric characters. Abbreviated “B”.

Controller
See RAID Controller

Nexsan Storage Plugin for vCenter
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Datastore
In VMware, datastores are virtual containers
for files. Datastores contain structures used to
store virtual machine files and hide the details
about each storage device. Datastores can
also store VM templates, ISO images, and
floppy images. See https://pubs.vmware.com

DNS
See “Domain Name System”.

Domain Name System
A program or computer server that imple-
ments a name-service protocol. It maps a
human-recognizable identifier to a system-
internal, often numeric, identification or
addressing component (usually an IP
address).

E-Series

The series of Nexsan units that includes the
Nexsan E18, E48, and E60 storage units (and
their V and VT variants), the Nexsan E32V, the
Nexsan E18X, E48X, and E60X expansion
units (and their XV variants), and the Nexsan
E32XV. Nexsan E-Series units feature Active
Drawer Technology, Anti-Vibration Design,
and CoolDrive Technology.

Ethernet
A system for connecting a number of com-

puter systems to form a local area network
(LAN), with protocols to control the passing of
information and to avoid simultaneous trans-
mission by two or more systems. Supports
data transfer rates of 10, 100, 1,000, and
10,000 megabits per second (Mb/s). 10, 100,
and 1,000Mb/s networks are often referred to
as 10BASE-T, 100BASE-T, and 1000BASE-T,
respectively. 10,000Mb/s networks are usually
referred to as 10Gb Ethernet or 10GbE.

failover

The capability of a system to switch over auto-
matically to a redundant or standby system
upon the failure or abnormal termination of the
previously active system. In Nexsan Storage
Systems, failover describes one
RAID controller taking over the host con-
nections and RAID set control of the other
RAID Controller when that controller fails.

Fibre Channel

A gigabit (Gb) speed network technology
primarily used for storage networking and the
current standard connection type for storage
area networks (SANs). Despite its name, Fibre
Channel signaling can run on both twisted-pair
copper wire and fibre-optic cables.

Fibre Channel port

Any entity that actively communicates over a
Fibre Channel network. Usually implemented
in a device such as disk storage or a Fibre
Channel switch. Depending on the system, the
Fibre Channel ports on Nexsan Storage Expan-
sions can support 2Gb/s, 4Gb/s, or 8Gb/s con-
nections.

Fibre Channel switch

A network switch compatible with the Fibre
Channel protocol. Allows the creation of a
Fibre Channel network, which is currently the
core component of most storage area net-
works (SANSs).

firmware

Small, fixed software applications, stored in
read-only memory (ROM) or programmable
read-only memory (PROM), that internally con-
trol various electronic devices. In Nexsan E-
Series, and SATABeast/SASBeast storage sys-
tems, each RAID controller is loaded with firm-
ware to control its functionality. Occasionally,
this firmware must be updated using the
Update Firmware page in the graphical user
interface.
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frame

A data packet on an Ethernet or Fibre Chan-
nel link. Each frame encapsulates a piece of
data with sender and destination information,
along with a data integrity check routine.
Normal frames can contain data up to 1,500
bytes in length. Jumbo frames can contain lar-
ger data payloads (9,000 bytes on Nexsan
Storage Systems) and are supported on 1Gb/s
and 10Gb/s Ethernet (10GbE) networks.
Jumbo frames are typically used to boost per-
formance of iISCSI traffic.

GB
Gigabyte. Approximately one billion

(1,000,000,000) bytes. Used to describe the
storage capacity of hard disk drives. A giga-
byte is usually computed as 109
(1,000,000,000) bytes, but can also be com-
puted as 2"30 (1,073,741,824) bytes (often
called a “binary gigabyte” and abbreviated
GiB).

GB/s
Gigabytes (GB) per second. Used to describe
the speed of network data transmission. 1
GB/s is eight times faster than 1Gb/s.

GiB
Gibibyte. A binary gigabyte, computed as
2730 (1,073,741,824) bytes. See “GB”.

gigabit interface converter

A standard for transceivers, commonly used
with Gigabit (Gb) Ethernet and Fibre Channel,
with a hot-swappable electrical interface. Gig-
abit interface converter ports can support a
wide range of physical media, from copper to
optical fibre, at lengths of up to hundreds of kilo-
meters.

graphical user interface
A type of user interface that allows users to
interact with electronic devices using images
rather than text commands. Nexsan Storage

GUI

host

Systems use a graphical user interface for sys-
tem configuration.

See “graphical user interface”.

A physical computer, server, or other device
which accesses the volumes in a Nexsan Stor-
age System. The host can be connected to the
Nexsan Storage System with a Fibre Channel
connection, an iISCSI connection, or a SAS
connection. A VMware host computer runs vir-
tual machines.

hot spare

A spare disk in a RAID array designated as
"hot standby", available to replace a failed disk
without requiring a system shutdown.

HTTPS

I/0

(HTTP Secure) Communications protocol for
secure communication over a computer net-
work, with especially wide deployment on the
Internet. Technically, it is not a protocol in
itself; rather, it is the result of simply layering
the Hypertext Transfer Protocol (HTTP) on top
of the SSL/TLS protocol, thus adding the secur-
ity capabilities of SSL/TLS to standard HTTP
communications.

Input/Output. The communication between an
information processing system (such as a com-
puter or a Nexsan Storage System’s
RAID controller), and the outside world (either
an operator or another information processing
system). Inputs are the signals or data
received by the system, and outputs are the
signals or data sent from it.
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IP address
Internet Protocol address. A numerical label
assigned to each device (such as a computer,
printer, or Nexsan Storage System) on a com-
puter network that uses TCP/IP for com-
munication.

IP Configuration Tool
One of six Nexsan Storage Tools. Allows
users to configure the IP address of a Nexsan
Storage System on the local subnet.

iSCSI
Internet Small Computer System Interface. A
transport protocol that provides for the SCSI
protocol to be carried over a TCP/IP network.

iISCSl initiator
In storage networks, initiators are typically
software or hardware Fibre Channel, iSCSI, or
SAS adapters accessing information on disk
storage systems, the targets.

jumbo frame
See “frame”.

KB

Kilobyte. Approximately one thousand (1,000)
bytes. Used to describe the storage capacity of
hard disk drives and the stripe size in RAIDs. A
kilobyte is usually computed as 103 (1,000)
bytes, but can also be computed as 2*10
(1,024) bytes (often called a “binary kilobyte”
and abbreviated KiB).

Kbit
Kilobit. Approximately one thousand (1,000)
bits.

KiB
Kibibyte. A binary kilobyte. Computer as 2*10
(1,024) bytes. See “KB”.

load balance policy
In multipathing, a set of instructions for the
multipathing software to follow in order to
ensure that I/0O transfers through host paths
are optimally routed and that no one path gets
overloaded with data.

logical unit
See “volume”.

LUN
Logical Unit Number. An identification
scheme for storage disks that supports a small
number of logical units. On Nexsan Storage
Systems, LUNs are assigned to volumes and
are addressed as LUN 0 through 254.

MB
Megabyte. Approximately one million

(1,000,000) bytes. Used to describe the stor-
age capacity of hard disk drives. A megabyte is
usually computed as 1076 (1,000,000) bytes,
but can also be computed as 220 (1,048,576)
bytes (often called a “binary megabyte” and
abbreviated MiB).

MB/s
Megabytes (MByte) per second. Used to
describe the speed of network data trans-
mission. 1 MB/s is eight times faster than
1Mb/s.

Mbit
Megabit. Approximately one million
(1,000,000) bits.

Mbit/s
Megabits (Mb) per second. Used to describe
the speed of network data transmission.

MiB
Mibibyte. A binary megabyte. Computed as
2720 (1,048,576) bytes. See MByte.
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multipathing

A means of presenting volumes to a particular
host or hosts via redundant data paths. The
intent is to maintain I/O in the event of a path
failure. Multipathing may also be used to
increase performance. If not configured prop-
erly, multipathing may lead to data corruption,
as an operating system may not inherently real-
ize that the redundant paths are of the same
volume and thus could treat them as different
volumes.

Platform Services Controller (PSC) "is a com-
ponent of the VMware Cloud Infrastructure
Suite. PSC deals with identity management for
administrators and applications that interact
with the vSphere platform." See http://-
docs.vmware.com

Redundant Array of Independent Disks. A sys-
tem using multiple hard drives organized into a
single logical unit for the sharing or replication
of data in order to increase data integrity, fault-
tolerance, and throughput. Also referred to as
a RAID set. RAIDs are organized into
RAID levels, which describe their architecture
and configuration.

RAID 5

RAID 5 provides redundancy by writing data
and parity information across three or more
drives, thereby increasing performance. You
need at least three disk drives for a RAID 5
implementation. RAID 5 can withstand a single
disk failure without losing data or access to
data. It is ideally suited for transaction pro-
cessing, database applications, file and print
servers.

RAID 6

RAID 6 is similar to RAID 5, but with better
fault tolerance. RAID 6 stripes blocks of data
and parity across an array of drives like RAID
5, except that it calculates two sets of parity
information for each parcel of data. This sig-
nificantly improves fault tolerance: RAID 6 can
withstand the failure of any two drives in the
array without losing data or access to data.
You need at least four disk drives for a RAID 6
implementation. RAID 6 is ideally suited for the
same applications as RAID 5, but in situations
where additional fault tolerance is required. We
recommend adding Nexsan FASTier cache
devices to a RAID 6 implementation to improve
write performance.

RAID Controller

A hardware device, software program, or com-
bination of the two which manages the physical
disk drives in a RAID and presents them as a
single logical unit to attached devices. The
RAID Controllers in Nexsan Storage Systems
are hardware modules. Nexsan RAID Con-
trollers also provide connections for system
administration and configuration.

RDM
RDM is "a mapping file in a separate VMFS

volume that acts as a proxy for a raw physical
storage device. The RDM allows a virtual
machine to directly access and use the storage
device. The RDM contains metadata for man-
aging and redirecting disk access to the phys-
ical device." See About Raw DEvice Mapping,
in http://docs.vmware.com

reboot
To restart a computer or computerized elec-
tronic device. See also system reboot.

SAS
Serial Attached SCSI. A serial version of the
SCSl interface. A point-to-point architecture
that uses a disk controller with four or more
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channels that operate simultaneously. Each
full-duplex channel, known as a SAS port,
transfers data at 1.5Gb/s, 3Gb/s, or 6Gb/s in
each direction. SAS also supports Serial ATA
(SATA) drives, which can be mixed with SAS
drives in a variety of configurations.

SATA
Serial Advanced Technology Attachment. A
connection standard for fixed and removable
hard disk drives.

SCSI
Small Computer System Interface. A col-
lection of standards and proposed standards
for input/output (I/O) communication, primarily
intended for connecting storage subsystems or
devices to hosts.

Storage Pool
See "Array"

B
Terabyte. Approximately one trillion

(1,000,000,000,000) bytes. Used to describe
the storage capacity of hard disk drives. A tera-
byte is usually computed as 10*12
(1,000,000,000,000) bytes, but can also be
computed as 2740 (1,099,511,627,776) bytes
(often called a “binary terabyte” and abbre-
viated TiB).

TiB
Tibibyte. A binary terabyte. Computed as
2740 (1,099,511,627,776) bytes. See TB.

VAAI
vStorage APlIs for Array Integration is a plugin
that provides hardware acceleration in
VMware ESX and ESXi environments.

vCSA

The vCenter Server Appliance is a pre-con-
figured Linux virtual machine, which is optim-
ized for running VMware vCenter Server® and
the associated services on Linux. See http://-
docs.vmware.com

VMFS

Virtual machine file system, a clustered file
system used by VMware vSphere to store vir-
tual machine disk images and snapshots.

volume

An area of usable storage that is addressed
as a single unit as if it were a separate, phys-
ical disk drive. Volumes can exist on a single
disk drive or on a RAID that spans multiple disk
drives.

WWN

A World Wide Name (WWN) "or World Wide
Identifier (WWID) is a unique identifier used in
storage technologies including Fibre Channel,
Advanced Technology Attachment (ATA) or
Serial Attached SCSI (SAS)." See
http://www.wikipedia.org
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