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About this document

This guide describes how to set up multipathing for Linux, Windows, VMware vSphere host systems.

Audience

This guide has been prepared for the following audience:
® |T system administrators

® Engineers
® Technicians

® Any qualified NST/Unity administrator.

Conventions

Here is alist of text conventions used in this document:

Convention ‘Description

underlined Cross-references, hyperlinks, URLs, and email addresses.
blue
boldface Text that refers to labels on the physical unit or interactive items in the graphical user

interface (GUI).

monospace  Text thatis displayed in the command-line interface (CLI) or text that refers to file or
directory names.

monospace  Text strings that must be entered by the user in the command-line interface or in text fields
bold in the graphical user interface (GUI).

italics System messages and non-interactive items in the graphical user interface (GUI)
References to Software User Guides

Notes, Tips, Cautions, and Warnings
Note Notes contain important information, present alternative procedures, or call attention to certain items.
Tip Tips contain handy information for end-users, such as other ways to perform an action.
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About this document

CAUTION: In hardware manuals, cautions alert the user to items or situations which may cause
damage to the unit or result in mild injury to the user, or both. In software manuals, cautions alert the
user to situations which may cause data corruption or data loss.

WARNING: Warnings alert the user to items or situations which may result in severe injury
or death to the user.

Contacting Nexsan

For questions about Nexsan products, please visit the Nexsan support Web page, and the Nexsan Unity
Documents & Online Help page. If you are unable to find the answer to your question there, please see our
contact information below.

Service and support

Nexsan's Technical Services Group provides worldwide assistance with installation, configuration, software
support, warranty, and repair for all Nexsan products. A variety of service and support programs are available
to provide you with the level of coverage and availability your operation requires.

Nexsan Unity Documentation & Online Help page: Contact Nexsan Unity support:
https://helper.nexsansupport.com/unt https://helper.nexsansupport.com/unt_support
downloads.html

Worldwide Web site:
Unity Online Help page: wWww.nexsan.com

https://helper.nexsansupport.com/unt
onlinehelp.html

Related documentation

The following Nexsan product manuals contain related information:
Nexsan Unity Online Help

Nexsan Unity Hardware Reference Guide

Nexsan Unity Hardware Maintenance Guide, Unity Next Generation
Nexsan Unity Software User Guide

Nexsan Unity nxadmin Command-line Interface Reference Guide
Nexsan Unity nxemd Command-line Interface Reference Guide
Nexsan Unity Snapshots and Replication Guide

Nexsan Unity Storage Expansion Reference Guide

Nexsan Unity VMware Best Practices Guide

Nexsan Unity NFS Interoperability

Nexsan Unity Networking Best Practices Guide

Nexsan Unity Performance Best Practices Guide

Nexsan Unity Microsoft Best Practices Guide
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Chapter 1

Configuring multipathing on Linux

This section describes how to configure multipathing Fibre Channel LUNSs on Linux host systems. The
procedure applies to all Linux versions running Multipath 0.49. If you are using a different version of Multipath,
make sure to adapt the code accordingly.

Before you begin:
The APAL feature must be enabled and set up properly on Unity.

To configure multipathing for Fibre Channel:

1. Set up the Linux multipath service, where its default configuration file would be:

/etc/multipath.conf

Nexsan Unity www.nexsan.com |7
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2. Add these lines to describe the Unity Storage Systems into /etc/multipath.conf.
Notes:

® Thepolling interval andmax_fds parameters are usually defined in the default section. If so,
please remove them from the code below.

® ForRedHat 7 and above, remove the getuid callout parameter to eliminate a benign error
message. The parameter is not required for multipathing.

devices {
device {

vendor "Nexsan"
product "NestOS"
polling interval 10
path grouping policy group by prio
prio alua
getuid callout "/lib/udev/scsi id --whitelisted --device=/dev/%n"
path checker tur
path selector "round-robin Q"
rr min io 1 (for kernels older than ver. 2.6.31)
rr min io rqg 1 (for kernels at ver. 2.6.31 and above)
flush on last del no
max fds 8192
hardware handler "1 alua"
failback immediate
rr weight priorities

no path retry queue

}

3. Reload the multipathing configuration and rediscover multipathing of all storage systems.

4. Verify multipathing to Unity LUNs. Usethemultipath -11 command to retrieve the discovered
multipath. The Unity LUN supports ALUA and provides two types of paths, optimized path and non-
optimized path.

This example shows a Unity LUN with two paths. The first path is "active", meaning it is the planned and
optimized normal I/O path. The second path is an "enabled" path, and is not optimized but can be used
for I/O if the active path is lost.

# multipath -11

36000402e500000004de5c7e8£f67547da dm-4 Nexsan,NestOS

size=110G features='l queue if no path' hwhandler='l alua' wp=rw
| -+- policy='round-robin 0' prio=130 status=active

| = 7:0:0:5 sdj 8:144 active ready running

‘—+- policy='round-robin 0' prio=10 status=enabled

"—= 6:0:0:5 sdd 8:48 active ready running

Nexsan Unity Multipathing Best Practices Guide v. 6.0 Unity |8



Chapter 1: Configuring multipathing on Linux

To configure multipathing for iSCSI:

The recommended settings foriSCSI are similar to the ones for Fibre Channel. Make sure the lines of code
highlighted below appearinthe /etc/multipath.conf file.

Note
For Red Hat 7 and above, remove the getuid callout parameter to eliminate a benign error message. The
parameter is not required for multipathing.

devices {
device {
vendor "Nexsan"
product "NestOS"
polling interval 10
path grouping policy group by prio
prio alua
getuid callout "/lib/udev/scsi id --whitelisted --device=/dev/%n"
path checker tur
path selector "round-robin 0"
rr min io 1 (for kernels older than ver. 2.6.31)
rr min io rqg 1 (for kernels at ver. 2.6.31 and above)
flush on last del no
max_ fds 8192

hardware handler "1 alua"
failback immediate

rr weight priorities

no path retry queue

dev_loss tmo 60
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Chapter 2

Configuring multipathing for Windows hosts

Use this section to set up multipathing for Unity LUNs on Windows hosts. You must first configure Unity
Storage Systems in the MP1O Device Manager, and then discover your LUNs with the MPIO feature enabled.

The main purpose of multipath connectivity is to provide redundant access to storage systems when one or
more hardware components in a path fails. Another advantage of multipathing is increased throughput by way
of load balancing. This provides redundancy and maximum performance.

Notes:

® Multipathing on Unity can only be done using MPIO. MSIQO is not supported.

® When connecting your LUNs to Windows hosts using the Multipathing I/0 (MP10O) feature, you must enter
the Unity Vendor and Product names for the LUN to be assigned as a multipath disk exactly as described
in the procedure to configure MPIO.
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To configure MPIO:
1. From the Windows Server host, select Start> MPIO Configuration.
Figure 2-1: Starting the MP1O Device Manager

MPIO Properties I

MPIO Devices |Discnver Multi-Paths I DSM Install I Configuration Snapshot I

To add support For a new device, click Add and enter the Wendor and
Product Ids as a string of & characters Followed by 16 characters, Multiple
Devices can be specified using semi-colon as the delimiter,

Ta remaove suppart For currently MPIO'd devices, select the devices and
then dlick. Remowve,

Devices:

Device Hardware Id |
MExXSAN MNESTOS
MEXSANM MSTS000

Add | Bemave |

More abouk adding and removing MPIO support

ok I Zancel |

2. By default, the MPIO Devices tab is open. Click Add.
Figure 2-2: Adding a device to MP10O support

Add MPIO Support Ed |

Enter the Yendor and Product Ids {as a string of & characters Followed by
16 characters) of the devices wou want ko add MPIO support For,

Device Hardware ID:

o] Cancel
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Chapter 2: Configuring multipathing for Windows hosts

3. Inthe Device Hardware ID box:

a. Enterthe Unity Vendor and Product names for the LUN to be assigned as a multipath disk in this
format:

® The Vendorformat is "Nexsan " followed by 2 spaces, for a total of 8 characters.
Note The Vendor and Product names are case-sensitive.
b. Click OK.
4. Reboot the windows machine.
To discover LUNs with MPIO enabled:
1. Onthe Windows server, select Start> All Programs> iSCSI Initiator.
In the Target field, type the IP address of Unity.
3. Click Connect.

Nexsan Unity www.nexsan.com |13
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Configuring the LUNs in Disk Management

4. When the Connect To Target dialog box opens, select the Enable multi-path option and click OK.
Figure 2-3: Enabling multipathing when discovering LUNs

1SCSI Initiator Properties I

Targets |Disc0very I Faworite Targets | Yolumes and Devices I RADILS | Configur ation I

r— Quick Connect

Ta discover and log on ko a karget using a basic connection, bype the IP address or
DMS name of the target and then click Quick Connect.

Targek: | 172.21.156.192 Quick Correct... |
B t=ql Connect To Target Ed I

Target name:

Iame

ign. 199

ign.199 ¥ Add this connection ko the list of Favorite Targets.

ign, 199 This will make the system autoratically attempt to restore the

conneckion every time this computer restarts,

v Enable multi-path

advanced. ., | Ok, I Cancel |

To connect using advanced options, select a target and then Conneck |
click Connect.

To completely disconnect a target, select the barget and EfEEaRmED: |
then click Disconnect.

Far target properties, including configuration of sessions, Properties. .. |
select the karget and click Properties,

For configuration of devices associated with a target, select Bisiiees, o |
the target and then click Devices,

More about basic iS55I connections and targets

Ok Cancel Apply

5. Click OK to exit the iISCSI Initiator.

6. Verify that both LUNs appear as disks on the Windows host; to configure the disks in Disk Management,
see Configuring the LUNs in Disk Management below.

Configuring the LUNs in Disk Management

After discovering your LUNs with the Windows iSCSI Initiator, the LUNs appear as new disks, which you
need to initialize and configure before you can use them.

Nexsan Unity Multipathing Best Practices Guide v. 6.0 Unity 14



Chapter 2: Configuring multipathing for Windows hosts

To initialize and configure disks in Disk Management.
1. Open Disk Management. The discovered targets appear as Offline and Unallocated.

This example shows two new disks, Disk 4 and Disk 5, that correspond to two LUNs using the same
iISCSI target on Unity.

Figure 2-4: Discovered targets in Disk Management

Disk Management Yolume List + Graphical
Yolume Layout | Type | File System | Status Capacity Free Space | % Free | F
W () Simple  Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 41890 GE  345.24GB 63 % I
—@Boy (E:) Simple  Basic NTF3 Healthry (Primary Partition) 186290 GE 28,71 GB Z % M
wdaka (F:] Simple  Basic  NTF3 Healthey (Primary Partition) 419.00GE 118.83GE 258 9% M
—®5ystem Reserved Simple  Basic  NTFS Healthry (Syskem, Active, Primary Partition) 100 ME 72 ME T2 % M
4| | i
1
]
L_sDisk 1
Basic data {F:)
419,00 GB 419,00 GE NTFS
Cnline Healthy (Primary Partition)

L_aDisk 2

Easic Boy (E:)

1862.90 GB 1862.90 GE NTFS

Cnline Healthy (Primary Partition)

L_sIDisk 3 1

Basic

2045.00 GEB 204800 GE

Cnline Unallacated

“@iDisk 4 1
Unknown

l.DQ GE . 2048,00 GE

OFfline i Unallocated

Help

“@IDisk 5 I
Unknown

l.DQ GE 2048.00 GB

Offline i Unallacated

Help

—4CD-ROM O -

[l Unallocated [ Primary partition

2. Right-click a disk on the left-hand side and select Online. The status changes to Not Initialized and
Online.
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Configuring the LUNs in Disk Management

3. Right-click the same disk on the left-hand side and select Initialize Disk.
® Fordisks biggerthan 2 TB, select GPT (GUID Partition Table).
® Fordisks smallerthan 2 TB, leave the default option set to MBR (Master Boot Record).
The status changes to Basic.

4. Right-click the initialized disk on the right-hand side. The context menu offers new options; select New
Simple Volume.

5. Follow these steps in the New Simple Volume wizard:
a. Assign avolume size.
b. Assign adrive letter or mount the volume in an empty NTFS folder.
c. Format the volume as NTFS.
d. Give it a meaningful name.
e. Perform a quick format.
6. The volume appears as Healthy and displays your configuration settings.

Figure 2-5: Configured volume in Disk Management

L_uDisk 4

Basic Financel {G:)

2043.00 GB 2045.00 GB NTFS

Cnline Healthy (Primary Partition)

7. Repeat steps 2 to 5 for each discovered target disk.
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Chapter 2: Configuring multipathing for Windows hosts

8. Right-click a volume. The Properties dialog box displays a new tab called Nexsan Unity with the disk
details, such as the pool name, Controller ID, and GUID.

Note The Properties panel will also display the Nexsan Unity tab when opened from Explorer.

Figure 2-6: Disk Properties—Nexsan Unity tab

' Eenerall Tools | Hardwarel Sharingl Securityl Shadow Copies
Previous Wersions | [uata Mexsan NST appliance | Custarize

Wolume [nformation

Pl t anne: IFinancePonH Walurne M amme: IFinanceE!I:

Site Mame: IresetSite Site Model: INSTEDDD
Cantraller: IES2ED?SE-1 TE-02 Site Serial #: IES2ED?SB-1 TE
GUID: IBDDD4D2E5EIDDDEIDD?AFBBAEA8?CD4?82

Click on Dizplay Snapshots to retrieve the lizt of shapshots.

Shapshaot M ame | Creation Time | Maunt Paint |

Ianage Snapshot. | Create Snapshot. .. | Digplay Snapshots I
Group Configuration. .. | About.... |

Ok, | Cancel | Spply |

Configuring Windows iSCSI Initiator settings

In firmware releases prior to 2.2, with multiple iISCSI LUNs connected to a single Microsoft Cluster host,
deleting alarge VHD (Virtual Hard Disk) from the host system may cause it to lose connection to iSCSI LUNs
on the corresponding Unity.

This issue is due to small time-out values for two Windows iSCSI Initiator registry parameters on the
Microsoft Cluster host. We strongly recommend that you increase the time-out values for these parameters.

ISCSI LUNSs

On the Microsoft Cluster host, modify Windows iSCSI Initiator settings in the system registry as described
below.

To configure Windows iSCSI Initiator for iSCSI LUNs:
1. Click Start and select Run.
In the Run dialog box, type regedit, and click OK.

3. Navigate to the following registry key:
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet

4. Withthe CurrentControlSet key selected, open the Edit menu and select Find.

Nexsan Unity www.nexsan.com |17
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Fibre Channel LUNs

5. TypeMaxRequestHoldTime, and click Find.

6. Setthe MaxRequestHoldTime parameter to 300 seconds (5 minutes).

This is the maximum time (in seconds) for which requests will be queued if connection to the target is lost
and the connection is being retried. After this hold period, requests fail with an error and device (disk) will
be removed from the system.

. Registry Editor [-[=1]

File Edit View Favorites Help

4- ), {4d36e97b-€325-11ce-bfc1-08002b10318} |~ || Name Type Data
-~ . 0000 ab) (Default] REG SZ {value not set)
. 0001 4| DelayBetweenReconnect REG_DWORD 0x0D00DD00S (5)
0002 3 EnableNOPOut REG_DWORD 0x00000000 (0)
e 4 ErorRecoveryLevel REG_DWORD 0x0000000Z (2)
- 004 44| FirstBurstLength REG_DWORD Dx00010000 (65536)
g | (e 24| ImmediateData REG_DWORD 000000001 (1)
b~ PersistentTargets 3] InitialR2T REG_DWORD 0X0000000D (0)
Egg: '-'-'o'):IPSacCDﬂﬂgT\meuut REG_DWORD 0x0000003 ¢ (60)
e 4| LinkDownTime REG_DWORD 0x000DOD2d (45)
T oms 74| MaxBurstlength REG_DWORD 00040000 (262144)
: 0009 'I'IIGI’]MEXCDI']I']E[UUHRE‘U\ES REG_DWORD OufFFFFFFF (4294967295)
Properties '-’-'-'-]MaxPendingRequests REG_DWORD 0xD0000DFF (255)
b | [4d36e97d-e325-11ce-bfcl-02002be10318} '.'.'o']MaxRechataSEngntLength REG_DWORD (00010000 (65536)
b {4d36e97e-£325-11ce-bfc1-08002be10318} REG_DWORD (%0000012c (300]
bl [4d36e080-e325-11ce-bfc1-08002be10318) 74| MaxTransferl ength REG_DWORD 0xD0040000 (262144)
bl {50127dc3-0f36-415e-abcc-4ch3bed10b65) 4 NetworkReadyRetryCount REG_DWORD 0x0000000a (10)
b - |y {50906cb8-bal2-11d1-bf5d-D0DDB05F530} 4 PortalRetryCount REG_DWORD 0x0D000005 (5)
b -y {5099944a-f6b9-4057-a056- 8c550228544c} 74| SrbTimeoutDelta REG_DWORD Dx0D00ODOF (15)
b -1 {50dd3230-baBa-11d1-bf5d-0000f305f330} 4 TCPConnectTime REG_DWORD 0xDODDOOF (15)
b {533¢5b84-ec70-11d2-9505-00c04f 79deaf} 4| TCPDisconnectTime REG_DWORD 0%D00DDOCE (15)
bl {33d29ef7-377c-4d14-864b-eb3285769359) |+ || 2 WMIRequestTimeout REG_DWORD 0x0000001 e (30)
< m ¥

Computer\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4d36e97b-e325-11ce-bfc1-08002be 103180004\ Parameters

7. Setthe LinkDownTime parameter to 35. This value determines how long requests will be held in the
device queue and retried if the connection to the target is lost.

Fibre Channel LUNs

For Windows hosts using MP1O (mostly for Fibre Channel LUNSs), it is recommended to set these registry
settings to the values mentioned below.

® PDORemovePeriod: This setting controls the amount of time (in seconds) that the multipath LUN will
continue to remain in system memory, even after losing all paths to the device. When this timer value is
exceeded, pending I/0 operations will fail, and the failure is exposed to the application rather than
attempting to continue to recover active paths.

® PathRecoveryinterval: This setting specifies how long (in seconds) the MP1O component waits before
retrying a lost path.

® UseCustomPathRecoverylnterval: If this key exists and is set to 1, it allows the use of
PathRecoverylnterval.

Recommended MPIO hot fixes for Windows Server:

® Windows Server 2008 R2 SP1: KB2871163, KB2851144, KB2754704, KB2684681, KB2406705,
KB2522766, KB2670762, KB2718576

® Windows Server 2012 R1: KB2867201, KB2889784, KB2869606, KB2779768

To configure Windows iSCSI Initiator for Fibre Channel LUNs:
Start the registry editor by selecting Start > Run and typing regedit.

N =

Navigate to the following registry key:
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\mpio\Parameters

Nexsan Unity Multipathing Best Practices Guide v. 6.0 Unity 18



Chapter 2: Configuring multipathing for Windows hosts

3. Set new values to these entries:
a. Setthe PDORemovePeriod parameterto 90.
b. Setthe PathRecoveryInterval parameterto 30.

c. SettheUseCustomPathRecoveryInterval parameterto1.
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Fibre Channel LUNs
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Chapter 3

Configuring multipathing on VMware vSphere

This section provides procedures to set up vSphere ESXi 5.1 for multipathing on Unity.

Main steps:
1. Configure multipathing on Unity foriSCSI LUNs—see Setting up Unity for multipathing below.

2. Configure vSphere:

® vNetwork standard switches—see Creating a vNetwork distributed switch on page 35

® vNetwork distributed switches (recommended)—see Creating a vNetwork distributed switch on
page 35
3. Configure Jumbo Frames on vSphere—see Enabling Jumbo Frames in vSphere on page 48.

Setting up Unity for multipathing

This section describes how to configure multipathing on Unity for iSCSI LUNs. You must configure the nx1
network interface on a separate subnet using NestOS Menu commands.

To configure the nx1 interface:
1. At the CLI command prompt, type menu.

In the NestOS Admin Menu, type 1 (Network Menu) and then press Enter. This displays the NestOS
Network Menu.

N

Type 6 (Configure iSCSI targets) and press Enter.
Type 2 (Recalculate Allocations to Detect IP Address Changes) and press Enter.

Type 3 (Change the network interface that an iSCSI target is presented on) and press Enter.

o o b~ w

Select the target to make modifications to by typing its corresponding number and pressing Enter.

7. Type 1 (Add interface for the target to listen to) and press Enter.

Nexsan Unity www.nexsan.com |21
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Creating a vNetwork standard switch

8. Select the IP address to be added by typing its corresponding number and pressing Enter.
9. Repeat these steps on the second controller.

What's next:

You can now proceed to configuring vSphere using vNetwork standard switches or distributed switches
(recommended).

Creating a vNetwork standard switch below

Creating a vNetwork distributed switch on page 35

Creating a vNetwork standard switch
This section describes how to create a vSphere standard switch for multipathing of iISCSI LUNs. You create a
standard VMkernel vSwitch, and then you configure iISCSI settings for this switch.
To configure a vNetwork standard switch:
1. InvSphere, launch the Add Network wizard.
2. Select VMkernel and click Next.
Figure 3-1: Creating vSphere Standard Switch—Choosing the connection type

B

Connection Type
Metworking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type
Metwork Access — Connection Types

ngs

" Virtual Machine
Add a labeled network to handle virtual machine network traffic.

* yMkernel

The YMkernel TCP/IP stack handles traffic for the following ESXi services: wSphere vMotion, iISCSI, NFS,
and host management.

Help | = Back | Mext = I Cancel |
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Chapter 3: Configuring multipathing on VMware vSphere

3. Enter a name for the vSwitch in the Network Label field. Leave the Network Type default to IP. Click
Next. In our example, we are calling it iISCS/ vSwitch.

Figure 3-2: Creating vSphere Standard Switch—Choosing the connection type

[ Add Network Wizard =10l x]

VMkernel - Connection Settings
Use network labels to identify VMkernel connections while managing your hosts and datacenters.

Connection Type
Metwork Access
=] Connection Settings
IP Settings
Summary

— Port Group Properties
Network Label:

VLAN ID (Optional):

IiSCSI wSwitch]

INone [()]

[ Use this part group for vMotion

[~ Use this part aroup for Fault Tolerance logging
[ Use this port group for management traffic

[

Network Type:

[1P (Default) [ |

Preview:

T
WM

iSCSI vSwitch

Physical Adapters

&, BB vmnicd
BB vmnic3

Help |

< Back | Mext = I Cancel |
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Creating a vNetwork standard switch

4. ForlP connections settings, select a static IP address and click Next.

Figure 3-3: Creating vSphere Standard Switch—Setting the IP address

() Add Network Wizard

=10 x]
VMkernel - IP Connection Settings
Specify VYMkernel IP settings

Connection Type

{~ Obtain IP settings automatically
MNetwork Access

Bl Connection Settings + Use the following IP settings:
IP Settings IP Address: I 172 . 21 , 15 | 32
Summary
Subnet Mask:

|255.255 . 0 .0

WMkernel Default Gateway: I 172 . 21 , 12 , 254 Edit... |

Preview:
WMkemel Port Physical Adaptars
ISCSI vSwitch & BB vmnicod
172.21,15.32 BB vmnic3

Help | < Back | Mext = I Cancel |

5. Click Finish.
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Chapter 3: Configuring multipathing on VMware vSphere

6. Gointo the properties of the newly created vSwitch:
a. Add another VMkernel port group, VMkernel 2 in our example.

b. Set the other IP address on the secondary subnet.
Figure 3-4: Adding a VMkernel to the standard iISCSI vSwitch

[« vSwitchl Properties i ] |
Ports |Network Adapters I
. 4 Y
Configuration | Summary | debli —
it vswitch 120 Ports Pt VMkernel 2
g WMkernel 2 yMotion and IP ... | VLAN ID: Mone (i0)
&  15C5IvSwitch vMotion and IP ... vMotion: Disabled
Fault Tolerance Logging: Disabled
Management Traffic: Disabled
iSCSI Port Binding: Disabled
—MIC Settings
MAC Address: 00:50:56:6Cc8:55
MTLL: 1500
—IP Settings
IF Address: 172.22,15.32 =
Subnet Mask: 255.255.0.0
View Routing Table. ..
—Effective Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Add... Edit... Remove Forged Transmits: Accept LI
Close I Help |

7. Select iSCSI vSwitch and click Edit.
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8. IntheiSCSI vSwitch Properties dialog box:

a. Select the Override switch failover order option so that only one of the NIC is Active and the other
(s) are set to Unused.

b. Click OK.

Nexsan Unity Multipathing Best Practices Guide v. 6.0 Unity 26



Chapter 3: Configuring multipathing on VMware vSphere

Figure 3-5: Setting the failover order for the standard iISCSI vSwitch

[« iSCSI vSwitch Properties . X

General | IP Settings I Security I Traffic Shaping MIC Teaming

—Policy Exceptions

Load Balancing: | | IRDutE based on the originating virtual port ID j
Metwork Failover Detection: r ILink status only j
Motify Switches: [ I'T'E5 j
Failback: H I'T'Es j

Failover Qrder;
¥ Override switch failover order:

Select active and standby adapters for this port group, In a failover situation, standby
adapters activate in the order specified below.

Mame | Speed | Metworks | Mowve Up
Active Adapters

BB vmnicd 10000 Full 172.21.12,1-172.21.15.254 Mave Dawn
Standby Adapters

Unused Adapters

BB} vmnic3 1000 Full 172.21.12.1-172.21,15.254

— Adapter Details
Intel Corporation 1350 Gigabit Metwork Connection

Mame: vmnic3
Location: PCI 06:00.1
Diriver: igh

K Cancel Help
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9. Back in the vSwitch Properties dialog box, select VMkernel 2 and click Edit. In the VMkernel 2
Properties dialog box:

a. Select the Override switch failover order option so that only one of the NIC is Active and the other
(s) are set to Unused.

b. Click OK.
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Figure 3-6: Setting the failover order for the VMkernel

() VMkernel 2 Properties X

General I IP Settings I Security I Traffic Shaping MIC Teaming |

— Policy Exceptions

Load Balancing: I IRnutE based on the originating virtual port ID j
Network Failover Detection: r ILi,-,k status only j
Motify Switches: r I'T'Es j
Failback: |_ I'T'Es j

Failowver Order:
¥ Override switch failover order:

Select active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order specified below,

Name | Speed | Networks | Move Up
Active Adapters

BB vmnics 1000 Full 172.21,12,1-172.21.13.254 Higve Dowri
Standby Adapters

Unused Adapters

B3 vmnic0 10000 Full 172.21.12.1-172.21,13.254

— Adapter Details

Mame:
Location:

Driver:

oK Cancel Help

What's next:
Proceed to Configuring iISCSI settings of the standard vSwitch on the next page.

Nexsan Unity www.nexsan.com |29



https://www.nexsan.com/

Creating a vNetwork standard switch

Configuring iSCSI settings of the standard vSwitch
After creating the standard vSwitch, you must add and configure the iISCSI Storage Adapter.
To configure the iSCSI settings of the standard vSwitch:
1. Select Host > Configuration > Storage Adapters. Click Add.
Figure 3-7: Adding an iSCSI storage adapter

Storage Adapters Add...
Device | Type | W

2 port SATA IDE Controller (ICH9)

ro yrbh-n Bk SCCT
Q@ w (=) Add Storage Adapter [ x|

Dell SA¢

(¢ add Software iSCSI Adapter

O wr

€ add|Software ECoE Adapter

Cancel Help

2. Click OK to add the iSCSI adapter.
3. Atthe following message, click OK.

Software iSCS1 Adapter

L] nmﬂﬁmﬁcﬁimﬂhmmﬂ'ﬂiﬂﬁmmmﬂ After i has been added, select the software ;SCST adapter in the list and
- dick on Properties to complete the: configuration

4. To configure the iISCSI adapter, click Properties.

5. IntheiSCSI Initiator Properties dialog box, select the Network Configuration tab.
Figure 3-8: iSCSl initiator properties

() iSCST Initiator (vmhba37) Properties 10| x|

‘General Metwork Configuration |D1,'namic Discovery I Static Discovery I

YMkernel Port Bindings:

Port Group , | VMkernel Adapter | Port Group Policy | Path Status

Add... | Remowve |
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6. Click Add. The two ports that we created earlier are now added; iSCS/ vSwitch and VMkemel 2 in our
example.

Figure 3-9: Binding the standard switch with VMkernel network adapter

rF Bind with VMkernel Network Adapter ;Iglil

Only YMkernel adapters compatible with the iSCSI port binding reguirements and available
physical adapters are listed.

If a targeted YMkernel adapter is not listed, go to Host > Configuration > Metworking to update
its effective teaming policy.

Select VMkernel adapter to bind with the iSCSI adapter:

Port Group | VMkernel Adapter | Physical Adapter -
& iSCSI vSwitch (vSwitch1) vmkl EE vmnicO (10000, Full}
i Management Metwork{vSwitch0)  vmkad EE wvmnicZ {1000, Full}
i WMkernel 2 [vSwitch1) vmk2 EE wvmnic3 {1000, Full}
- - EE wvmnics {1000, Full}
- - E@ vmnic4 (1000, Full) =
1| | »

Metwork Adapters Details:

Virtual Network Adapter

VMkernel: vmk1

Switch: wSwitchl

Port Group: iSCSI wSwitch

IP Address: 172.21.15.32

Subnet Mask: 255.255.0.0

IPvh Address: fed0:: 250 5aff: fe69: 7597 /54

Physical Network Adapter

Mame: vmnicl

Device: Intel Carporation 82599EB 10 Gigabit TM Metwork Connection
Link Status: Connected

Configured Speed: 10000 Mbps (Full Duplex)

QK. Cancel Help

—
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7. Click OK to close the dialog box. When you go back to the iSCSI Initiator Properties dialog box, both port
groups are listed.

Figure 3-10: iISCSI initiator properties with port groups

r'_ isCsI Initiator (wvmhba37) Properties ;IEIEI

"General Metwork Configuration |D1,mamic Discovery | Static Discovery I

WMkernel Port Bindings:

Port Group - | VMkernel Adapter | Port Group Policy | Path Status |
& isCsIvSwitch (vSwitchl)  wmkl & Compliant Mot Used
& VvMkernel 2 {vSwitch1) wmk2 & Compliant Mot Used

J | i

Add... Remowve |

¥Mkernel Port Binding Details:

8. Select the Dynamic Discovery tab.
9. Click Add.
10. Enterthe IP address of the NST5000 resource group you have iSCSI target set on, and click OK.

Figure 3-11: Adding a Send target server to the iISCSI initiator
]

ISCSI Server: |172.21.14.178

Paort: 3260

Parent:

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | Ad'-.-'anced...l

oK I Cancel | Help |

11. Click Close.
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12.  When prompted to rescan for devices, click Yes. In our example, the iSCSI Storage Adapter displays
four iSCSI disks.

Figure 3-12: Viewing the iSCSI storage adapter

Storage Adapters Add... Remove Refresh Rescan All...
Device | Type | WWN | il
iSC51 Software Adapter
@ ymhba37? iSCSI ign.1998-01.com.vmware:fredesxis 1-54500510: | LI
Details
wvmhba37 Properties...
Model: i5CSI Software Adapter
ISCSI Mame: ign. 1998-01.com. vmware: fredesxi51-54500510
ISCSI Alias:
Connected Targets: 5 Devices: 4 Paths: 5
View: [Devices Paths
Name | Identifier | Runtime Mame | Operational State | LUMN | Type Drit
| Nexsan iSCSIDisk (naa.6000402e5... naa.6000402e592200... wmhba37:C0:T3:L0 Mounted i] disk Mai
Nexsan iSCSIDisk (naa.6000402e5... naa.5000402e592200... wmhba37:C0:T2:L0 Maounted 0 disk Mol
Mexsan iSCSIDisk (naa.6000402e5... naa.5000402e500000... vmhba37:C0:T1:L0 Mounted 0 disk Mai
Mexsan iSCSIDisk (naa.6000402e5... naa.5000402e50(n32.6000402e592200120121128 130905503 | ] disk Noi
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13. To configure your path to fail back after a link recovers from a failure, perform these steps:
a. Right-click the iSCSI disk and select Manage Paths.

b. Set the Path Selection to Fixed (VMware).
c. Click on Change to apply the setting.
d. Click Close.

Note For performance, you would use all the NICs in round robin fashion by setting the Path Selection to
Round Robin (VMware).

Figure 3-13: Managing paths for the iISCSI disk

I'F Nexsan i5CSI Disk (naa.6000402e500000003b3a96df1f4a465c) Manage Paths x|
— Palicy
Path Selection: IFixed (VMware) j Change I
Storage Array Type: VMW _SATP_ALUA
—Paths
Runtime Mame Target LUN | Status | Preferred
vmhba37:C0:T0:L0  ign.1999-02.com.nexsan:dansystem:fredponl:0:172.21.14179:3260 0 & Active(IfO) =
vmhba37:C1:T0:L0  ign.1999-02.com.nexsan:dansystem:fredponl:0:172.22,14.179:3260 0 @ Active
udl | H
Refresh |
Mame: ign. 1998-01.com. vmware: fredesxi51-54500510-00023d000001,ign. 1939-02.com.nexsan:dansystem: fredpool:0,t, 2-...
Runtime Mame: vmhba37:C0:T0:L0
iSCSI
Adapter: ign. 1998-01.com.vmware: fredesxi51-54500510
iSCSI Alias:
Target: ign. 1999-02.com.nexsan: dansystem: fredpool:0
172.21.14.179:3260
Close Help
14. Verify your new datastores. You may have to refresh the screen to get a clean view.
Figure 3-14: Reviewing your new datastores
View: |Datastores Devices
Datastores Refresh  Delete Add Storage. .. Rescan All. ..
Identification - | Status | Device | Drive Type | Capacitﬂ Free | Type | La
@ N5T1 & MNormal Mexsan iSC5IDisk (na... Mon-52D 499.75 GB 498.80 GB VMF55 12
@ M&T-Backup & MNormal Mexsan i5CSIDisk (na... MNon-5D 499,75 GBE = 498.80 GB WMFS5 12
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Creating a vNetwork distributed switch

After configuring multipathing on Unity, you must create a new vSphere Distributed Switch and then configure

iSCSI for that switch.

This procedure pertains to vSphere 5.1.

To create a VMkernel vSwitch:

1. InvSphere, launch the Add Network wizard.

2. Forthe VDS version, select vSphere Distributed Switch Version 5.1.0 and click Next.

Figure 3-15: Creating vSphere Distributed Switch—Selecting the distributed switch version

(<) Create vSphere Distributed Switch

Select vSphere Distributed Switch Version
Spedfy vSphere distributed switch version,

r

—vSphere Distributed Switch Version

vSphere Distributed Switch Version: 4.0

This version is compatible with YMware ESX version 4.0 and later. The features supported by later vSphere
distributed switch versions will not be available.

vSphere Distributed Switch Version: 4.1.0

This version is compatible with YMware ESX version 4.1 and later. The following new features are available:
Load-Based Teaming and Network I/0 Contral.

vSphere Distributed Switch Version: 5.0.0

This version is compatible with YMware ESX version 5.0 and later, The following new features are available:
User-defined network resource pools in Network IO Contral, NetFlow and Port Mirroring.

vSphere Distributed Switch Version: 5.1.0

See the VMware documentation for a list of compatible VMware ESX version and supported features for this
version of the vSphere distributed switch.

Help |

< Back | Next = I Cancel |
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3. Set the number of uplink ports to 2; this will use two physical adapters per host. Click Next.
Figure 3-16: Creating vSphere Distributed Switch—Setting general properties

() Create vSphere Distributed Switch

=101x|
General Properties vSphere Distributed Switch Version: 5.1.0
Specify the vSphere distributed switch properties.
Select VDS Version General
General Properties Mame:

fisCs1 dvswitch
Add Hosts and Physical Adapters

Ready to Complete Mumber of uplink ports: Iz 3:

Maximum number of physical adapters per host

isCsI dvswitch
= Uplink pors
dvUplink1 (0 Hosts
Your port groups will go here, T dvuplink (0 Hosts)
&4 dvUplink2 (0 Hosts)

Help |

< Back | Next = I Cancel |
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4. Select the physical adapters and click Next. In our example, we are using vmnic0 and vmnic 1 on each of

our servers.

In summary, dvUplink1 will use Host1/vmnic0 and Host2/vmnic0, and dvUplink2 will use Host1/vmnicO

and Host2/vmnicO.

Figure 3-17: Creating vSphere Distributed Switch—Adding hosts and physical adapters

[ Create vSphere Distributed Switch

Add Hosts and Physical Adapters

Select hosts and physical adapters to add to the new vwSphere distributed switch.

=10l x|

vSphere Distributed Switch Version: 5.1.0

Add Hosts and Physical Adapters ) Add later
Ready to Complete

Select VDS Version When do you want to add hosts and their physical adapters to the new vSphere distributed switch?
General Properties i+ Add now

Settings... View Incompatible Hosts. ..

Host/Physical adapters | In use by switch | Settings
= B 172211286 View Details...
Select physical adapters
By vmnicd - View Details..
Eg vmnicl - View Details..
O vmnica - View Details..
Oe vmnicd - View Details..
Oem vmnics - View Details..
Help | < Back | MNext = I Canrel |
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5. Inthis step, we create two default port groups. For iSCSI multipathing, your VMkemel interface must be
configured to have one active adapter and no standby adapters. For further details, see the VMware
vSphere Storage documentation.

a. Adjust the Teaming and Failover settings as displayed in the image below.
b. Set up youriSCSI adapter to use a compliant portgroup policy as follows:
Portgroupt:
® Active Uplink = dvUplink 1
® Unused Uplink = dvUplink2
Portgroup?2:
® Active Uplink = dvUplink2
® Unused Uplink = dvUplink 1
Figure 3-18: Creating vSphere Distributed Switch—Setting the Teaming and Failover options

(] dvPortGroup Settings ) o [ 5
ro— — Policies
Policies Teaming and Failover
Security . — n
Traffic Shaping Load Balancing: IRDute based on originating virtual port j
VLAM : ; -
Metwaork Failover Detection: -
Teaming and Failover ILlnk skalus miy J
Resource Allocation Motify Switches: Yes -
Monitoring I J
Miscellaneous Failback: I'fes j
Advanced
Failover Order

Select active and standby uplinks, During a failover, standby uplinks activate in the
order spedfied below.

Mame |

Move Up |
Active Uplinks
dvlplinki Mowve Down |
Standby Uplinks

Unused Uplinks
dvUplink2 |

Help | QK I Cancel

When you are done, the distributed vSwitch should display as follows:
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Figure 3-19: Viewing the new vSphere Distributed Switch

isCsI dvswitch @ G X

% dvPortGroup O (B [=1iSCSI dvSwitch-DVUplinks-212 1 Mg
VLAN ID: — E% dvUplink1{1 NIC Adapter)
Virtual Machines (0} """" ] vmnicd 172.21.12.86
— [ &4 dvUplink2 (1 NIC Adapter)
§ dvPortGroup2 O (% CJH  vmnicl 172.21.12.36
VLAN ID: - k]
Virtual Machines (0}

What's next:
Proceed to Creating VMkernel virtual adapters below.

Creating VMkernel virtual adapters
In order to talk to the iISCSI host, we need to bind a VMkernel to each port group.

To create a virtual adapter:

1. On each host, navigate to Configuration> Networking> vSphere Distributed Switch> iSCSI-
dvSwitch.

2. Select Manage Virtual Adapters.
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3. Select VMkernel from the virtual adapter types and click Next.
Figure 3-20: Adding a virtual adapter—Selecting the virtual adapter type

rF Add Virtual Adapter ;IEIEI

Virtual Adapter Type
MNetworking hardware can be partitioned to accommodate each service that reguires connectivity.

Creation Type — Virtual Adapter Types

Virtual Adapter Type @
Connection Settings * VMkernel

Ready to Complete The YMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMation, iSCSI, NFS,
and host management.

Help | < Back | Mext = I Cancel |
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4. Select dvPortGroup for the network connection and click Next.
Figure 3-21: Adding a virtual adapter—Selecting the port group
RT=

Connection Settings
Spedify YMkernel connection settings.

Creation Type —Metwork Connection
Virtual Adapter Type istribubed Switch ; .
El Connection Settings wSphere Distributed Switch: ISCSI dvSwitch
IP Settings ¢ Select port group dvPortGroup Port: MNJA
Ready to Complete
" select port I
[™ Use this virtual adapter for vMation
[ Use this virtual adapter for Fault Telerance logging
[~ Use this virtual adapter for management traffic
Metwork Type: IIP (Default) j

Help | < Back | Mext = I Cancel |
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5. Select Use the following IP settings and enter a static IP address. Click Next.
Figure 3-22: Adding a virtual adapter—Setting the IP address

(=] Add Virtual Adapter i N=

VMkernel - IP Connection Settings
Specifiy VMkernel TP settings

i i Vi . - .
C_,J:-_.leatonT = {~ Obtain IP settings automatically
Virtual Adapter Type

3 Connection Settings
IP Settings TF Address: 172 .21 .15 | 32

Ready to Complete

+ Use the following IP settings:

Subnet Mask: | 255 .255 . 0 . 0

VMkernel Default Gateway: I 172 . 21 . 12 . 254 Edit... |

Help | < Back | Mext > I Cancel |

6. Click Finish.
7. Repeat these steps for each port group and each host.

When you are done, your iSCSI distributed vSwitch should look similar to this:
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¥ Distributed Switch: iISCSI dvSwitch Manage Virtual Adapters... Manage Physical Adapters...

isCSI dvSwitch @)

B dvPortGroup 2 % [E115C5I dvSwitch-DVUplinks-212 (5 ]
VLAN ID: - (&4 dvUplink1 (1 NIC Adapter)
EvMkernel Ports (1) | | b ] vmnicl 172.21.12.86

vmkl: 172.21.15.32 D 16§ dvUplink2 (1 NIC Adapter)

Virtual Machines {0) ] vmnicl 172.21.12.86
@ dvPortGroup2 2| %
VLAN ID: —
EvMkernel Ports (1) | | b

vmk2 : 172.21,15.33 aHD

Virtual Machines {0)

What's next:
Proceed to Configuring iSCSI settings for distributed vSwitch below.

Configuring iSCSI settings for distributed vSwitch

After adding the virtual adapters to the distributed vSwitch, you need to add and configure an iISCSI storage
adapter.

To configure the iSCSI settings of the distributed vSwitch:
1. Select Host > Configuration > Storage Adapters. Click Add.
Figure 3-23: Adding an iSCSI storage adapter

Storage Adapters Add...

Device | Type | W
2 port SATA IDE Controller {ICH9)

Clasl. ST

re V"-\kl- =
----------- |_JJ Add Storage Adapter

DE"S'“ f* Add Software ISCSI Adapter

| add Software EGoE Adapter

Cancel Help

2. Click OK to add the iSCSI adapter.
3. Atthe following message, click OK.

Software iSCS1 Adapter

(] Amsﬁmﬁcﬁimﬂhwhhiwwmmht After i has been added, selact the software SCS1 adapter inthe list and
- dick on Properties to complete the: configuration
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4. To configure the iSCSI adapter, click Properties.

5. IntheiSCSI Initiator Properties dialog box, select the Network Configuration tab.
Figure 3-24: iSCSI initiator properties

(7] iSCSI Initiator (vmhba37) Properties ] 4

"General Metwork Configuration |D1,mamic Discovery I Static Discovery I

YMkernel Port Bindings:
Port Group - | VMkernel Adapter | Port Group Policy | Path Status

Add. ., | Remove |
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6. Click Add. The two ports that we created earlier are now added; iSCS/ vSwitch and VMkemel 2 in our
example.

Figure 3-25: Binding the standard switch with VMkernel network adapter

I':_ Bind with VMkernel Network Adapter ;IQ'EI

@ Only YMkernel adapters compatible with the iSCSI port binding reguirements and available
physical adapters are listed.

If a targeted YMkernel adapter is not listed, go to Host = Configuration > Metwearking to update
its effective teaming policy.

Select WMkernel adapter to bind with the iSCSI adapter:

Port Group | VMkernel Adapter | Physical Adapter -
dvPortGroup (iSCSI dvSwitch) vmk1 E{ vmnicO (10000, Full)
% dvPortGroup2 (i5CSI dvSwitd) vmk2 E@ vmnicO (10000, Full)
% Management Network{vSwitch0)  vmkD E@ vmnic2 (1000, Full)
- - E@ vmnicd (1000, Full)
— — EB vmnich _ILI
4| i B

Metwork Adapters Details:

Virtual Network Adapter
VMkernel: wmk1
Switch: iSCSI dvSwitch
Port Group: dvPortGroup
IF Address: 172.21.15.32
Subnet Mask: 255.255.0.0
IPv6E Address: fe@0::250: 56 feth: f212 /54

Physical Network Adapter

Mame: vmnic

Device: Intel Corparation 82599EB 10 Gigahit TM Metwork Connection
Link Status: Connected

Configured Speed: 10000 Mbps {(Full Duplex)

0K, Cance| Help |
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7. Click OK to close the dialog box. When you go back to the iSCSI Initiator Properties dialog box, both port
groups are listed.

Figure 3-26: iISCSI initiator properties with port groups

I'F isC5I Initiator (vmhba37) Properties - |I:I|i|
‘General Metwork Configuration |Dynamic Discovery | Static Discovery I
W¥Mkernel Port Bindings:
Port Group - | WMkernel Adapter | Port Group Policy | Path Status |
dvPortGroup (iSCSIdvSw.. vmkl @ Compliant Mot Lised
% dvPortGroup2 (iSCSIdv..  wmk2 & Compliant Not Used
J | [
Add... Remove |
Y¥Mkernel Port Binding Details:
Virtual Network Adapter
YMkernel: vmikl
Switch: iSCSI dvSwitch
Port Group: dvPortGroup
Port Group Policy: @ Compliant
IP Address: 172.21.15.32
Subnet Mask: 255.255.0.0
IPv6 Address: fed0:: 250: 56ff:fech: f212/64
Physical Network Adapter
Mame: vmnicO
Device: Intel Corporation 82599EB 10 Gigahit TN Metwork Connection
Link Status: Connected
Configured Speed: 10000 Mbps (Full Duplex)
Close Help
v

8. Select the Dynamic Discovery tab.
9. Click Add.
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10. Enterthe IP address of the NST5000 resource group you have iSCSI target set on, and click OK.
Figure 3-27: Adding a Send target server to the iISCSI initiator

x|

FF Add Send Target Server

ISCSI Server: |172.21.14.179

Port: 3260

Parent:

@ Authentication may need to be configured before a session can
be established with any discovered targets,
CHAF... | Advanced... |
OK I Cancel | Help |

11. Click Close.

12.  When prompted to rescan for devices, click Yes. In our example, the iSCSI Storage Adapter displays

four iSCSI disks.
Figure 3-28: Viewing the iISCSI storage adapter

Storage Adapters Add... Remove Refresh Rescan All...
Device | Type | WWN | 3
i5C51 Software Adapter
@ vmhba37? iSCSI ign.1998-01.com.vmware:fred esxi51-54500510: | ;I
Details
wvmhba37 Properties...
Model: i5CSI Software Adapter
ISCSI Mame: ign. 1998-01.com. vmware: fredesxi51-54500510
ISCSI Alias:
Connected Targets: 5 Devices: 4 Faths: 5
View: |[Devices Paths
Name | Identifier | Runtime MName | Operational State | LUM | Type Drit
| MNexsan iSCSIDisk (naa.6000402e5... naa.s000402e592200... wmhba37:C0:T3:L0 Mounted i] disk Mai
MNexsan iSCSIDisk (naa.6000402e5... naa.6000402e5%2200... wmhba37:C0:T2:L0 Maounted il disk Mal
MNexsan iSCSIDisk (naa.6000402e5... naa.s000402e500000... vmhba37:C0:T1:L0 Mounted 0 disk Mai
Mexsan iSCSIDisk (naa.6000402e5... naa.6000402250("52.60004022592200 120121126 130305509 | 0 disk Noi
13. Verify your new datastores. You may have to refresh the screen to get a clean view.
Figure 3-29: Reviewing your new datastores
View: |Datastores Devices
Datastores Refresh  Delete  Add Storage... Rescan All...
Identification , | Status | Device | Drive Type | Capacitﬂ Free | Type | La
@ M5T1 @ Normal Nexsan iSC5IDisk (na... Mon-5D 499,75 GB 493.80 GB VMF55 12
@ MWET-Backup & Normal Nexsan iSCSIDisk (na... MNon-520 49975 GE  498.80 GB WMFS5 12
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Enabling Jumbo Frames in vSphere

Enabling jumbo frames on Unity can significantly increase network throughput while consuming fewer CPU
cycles on the system. A jumbo frame is essentially an Ethernet frame that is larger than 1,518 bytes. When
the frame is 1,518 bytes, the MTU (or payload—not frames) on Unity is actually 1500 bytes. For Unity, gigabit
Ethemet supports a maximum MTU (payload) of 9,000 bytes. You will notice the greatest benefit from
enabling jumbo frames when you transfer large files across your network: since fewer frames are needed to
carry the same amount of data, transfer speeds go up and CPU utilization goes down.

Before you begin:
® Make sure to enable jumbo frames on Unity (as described in the Nexsan Unity Software User Guide)

® Make sure that all switch(es) that Unity is connected to, as well as all client systems and disk arrays, are
configured for and support jumbo frames.

You need to enable Jumbo Frames in two places in vSphere:
® the VMkernel, more specifically, the NIC attached to the VMkernel being used foriSCSI traffic;
® the vSwitchitself.

To configure the VMkernel MTU settings:

In vSphere, go to Inventory> Host and Clusters.
Click on the host and select the Configuration tab.
Select Networking.
Select Virtual Distributed Switch.
Click on Manage Virtual Adapters.
Select the VMkernel and click Edit.

Figure 3-30: Configuring the VMkernel MTU settings
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7. Under the General tab, set the MTU value to 9000.

8. Repeat these steps for each port group.
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To configure the distributed vSwitch MTU settings:
Go to Inventory> Host and Clusters.

Click on the host and select the Configuration tab.
Select Networking.

Select the distributed vSwitch and click Edit.
Figure 3-31: Configuring the vSwitch MTU settings
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5. Under the Properties tab, set the Maximum MTU value to 9000.
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